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Abstract
Considering the complexity of a multimedia society and the

subjective task of describing images with words, a visual search
application is a valuable tool. This work implements a Content-
Based Image Retrieval (CBIR) application for texture images with
the goal of comparing three deep convolutional neural networks
(VGG-16, ResNet-50, and DenseNet-161), used as image de-
scriptors by extracting global features from images. For mea-
suring similarity among images and ranking them, we employed
cosine similarity, Manhattan distance, Bray-Curtis dissimilarity,
and Canberra distance. We confirm that global average pool-
ing applied to convolutional layers provides good texture descrip-
tors, and propose to use it when extracting features from VGG-
based models. Our best result uses the average pooling layer from
DenseNet-161 as a 2208-dim feature vector along with Bray-
Curtis dissimilarity. We achieved 73.09% mAP@1 and 76.98%
mAP@5 on the Describable Textures Dataset (DTD) benchmark,
adapted for image retrieval. Our mAP@1 result is comparable to
the state-of-the-art classification accuracy (73.8%). We also in-
vestigate the impact on retrieval performance when reducing the
number of feature components with PCA. We are able to compress
a 2208-dim descriptor down to 128 components with a moderate
3.3 percentage points drop in mAP@1.

Introduction
The popularity of devices capable of capturing, storing, pro-

cessing and transferring multimedia data, such as image, video,
and audio, is generating a growing need for information retrieval
techniques in these formats, differing from traditional searches
for keywords, word tags or metadata. However, the task of de-
scribing images with text is subjective and it may be very difficult
to express visual information accurately. A Content-Based Image
Retrieval (CBIR) system returns a list of images ordered by the
visual similarity concerning a query image. As depicted in Fig-
ure 1, the CBIR system works by extracting image descriptors and
ranking their visual similarities using some metric in the feature
space.

Textures are characterized by repeating patterns that could
provide cues of material properties. Retrieving texture images by
CBIR is very desirable since words like fibrous, marbled, dotted
or blotchy are not enough for describing complex patterns.

Since early 1990s several works have explored the image
search task, while developing techniques for extracting features

from images, for storing these features with scalability, and
for comparing a query image to the database. According to
Zhout et al. [1], CBIR systems face four issues: image represen-
tation, similarity measurement, search, and storage.

Deep Convolutional Neural Networks (DCNNs) represent a
major breakthrough for image understanding [2]. Since then, ex-
tensive research in DCNN architectures has been conducted in
order to find better image recognition algorithms. Moreover, DC-
NNs can act as feature extractors that are less sensitive to the se-
mantic gap. That is, DCNNs feature vectors correlate images that
are similar not only visually but also semantically. For example,
images of a big black dog and a small white dog are semantically
closer than pictures of a small white dog and a small white cat,
since the latter pair is not from the same category.

This work provides an in-depth evaluation of the three most
used DCNN architectures applied on texture retrieval: VGG [3],
ResNet [4], and DenseNet [5]. We explore two critical factors in
CBIR engineering:

1. Which architecture (VGG-16, ResNet-50, DenseNet-161),
layer, and similarity metric (cosine similarity, Manhattan
distance, Bray-Curtis dissimilarity, and Canberra distance)
combination provides the best results;

2. The impact of feature vector dimensionality reduction, as a
small image descriptor footprint is essential for efficient and
scalable feature search and storage [6].

Related Work
Before DCNNs, image retrieval descriptors were primarily

SIFT-based local features aggregated into a global descriptor [7–
10]. Vector aggregation methods combine local features to encode
its distribution, rather than patterns appearance order. Describing
feature distribution is beneficial for retrieval tasks because it cap-
tures unique details that are relevant per instance and not per ob-
ject type [11]. The Bag-of-Words (BoW) aggregated descriptor,
introduced for retrieval by Sivic and Zisserman [7], is a histogram
in which the bins are the the most prominent local patterns of the
entire retrieval set. Later, improvements over BoW as VLAD [9]
and Fisher Vectors [10] improved retrieval quality. Another re-
trieval technique originated in this period is the Principal Compo-
nent Analysis (PCA) post-processing, used for reducing the fea-
ture vector size and for whitening [6, 9, 10, 12].
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Figure 1. Diagram of a Content-Based Image Retrieval (CBIR) system.

After the success of DCNNs over hand-crafted features on
visual recognition, many CBIR authors extracted image descrip-
tors from pre-trained models, such as AlexNet [2, 13], VGG [12,
14–17], CaffeNet [16, 18], ResNet [19], and DenseNet [20]. Wan
et al. [13] compared feature maps from fully-connected (FC) lay-
ers as global image descriptors, measuring the Euclidean distance
between the query and the retrieval set. Gordo et al. [15] added a
triplet-loss layer to learn a similarity metric between image pairs.
Razavian et al. [12] presented a multi-scale patch pooling scheme
to extract local features from the last convolutional layer, in which
retrieval is done by calculating intra Euclidean distance between
patches. Moreover, feature maps from convolutional layers can
themselves be treated as local features [21], suitable for pooling
by BoW [16], Fisher Vectors [14, 21, 22], VLAD [17] or learn-
ing [19].

The state of the art of texture representation is also based
on the aggregation of hand-crafted [21, 23] or local convolutional
features [14, 19, 21, 22]. According to Liu et al. [24], FC layers
are an order-strict pooling mechanism, which fails to represent
textures as repetitive patterns.

For ranking global features, besides calculating the Eu-
clidean similarity [7, 12, 13, 17], other metrics include
cosine [16], Hamming [8, 10], Wasserstein and Kullback
Leibler [14].

In comparison with related texture analysis works [14, 19,
21–23], we opted to not include hand-crafted features methods in
the pipeline to better focus on DCNN architectures. An advantage
of this choice is that the overall pipeline becomes simpler and
faster to execute, which is a desirable property when deploying it
as an application.

Methodology
We use DCNNs to extract global descriptors from texture

images, and compare them with a similarity measure between im-
ages. In this way, we are able to rank the database images based
on their similarities to the query image, as shown in Figure 1. In
the context of texture image retrieval, we consider a pair of images
to be similar if they exhibit similar texture patterns.

We experimented with combinations of DCNN architectures,
network layers, and vector similarity measures. Additionaly, we
reduced the number of feature components using PCA, and ana-
lyzed if the retrieval performance was maintained.

Network architectures
We compared feature extraction capabilities for VGG-16,

ResNet-50, and DenseNet-161 architectures. The global descrip-
tor for each image is the feature vector produced by intermediary

layer activations by feed-forwarding the image through the net-
work. We used networks pre-trained on the ImageNet dataset [25]
with implementation provided by the PyTorch framework [26].
We modified the architectures to extract only the desired interme-
diary activations, discarding all subsequent layers.
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Figure 2. (a) VGG-16, (b) ResNet-50, and (c) DenseNet-161 architectures

and feature extraction locations.
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For VGG-16 (Figure 2a), we evaluated the outputs from lay-
ers fc7 (last FC layer before classification; 4096-dim), fc6 (sec-
ond to last FC layer; 4096-dim), and pool5 (flattened 512×7×7
feature map from the last max pooling layer; 25088-dim). Ad-
ditionally, we experiment with global average pooling over the
pool5 convolutional feature map, obtaining the 512-dim avgpool5
descriptor as an alternative to the 4096-dim global descriptors
from the FC layers. For ResNet-50 (Figure 2b), we evaluated the
outputs from avgpool (global average pooling before classifica-
tion output; 2048-dim), and res5 (flattened 2048× 7× 7 feature
map from the last residual block before avgpool; 100352-dim).
For DenseNet-161 (Figure 2c), we used avgpool (global average
pooling before classification output; 2208-dim), and dense5 (flat-
tened 2208×7×7 feature map from the last dense block, before
avgpool; 108192-dim). We based the layer names on their of-
ficial implementation under the Caffe framework. We extracted
features from convolutional and FC layers after non-linear ReLU
activation, which empirically provided better results compared to
pre-activation features.

Descriptors extracted from final layers such as FC layers
(fc6 and fc7 from VGG-16) or global average pooling (avgpool5
from VGG-16 and avgpool from ResNet-50 and DenseNet-161)
can be interpreted as global image descriptors, as their compo-
nents are associated with the whole input image space. Global
average pooling can actually be interpreted as the texture anal-
ysis method, which collects responses from filter banks, where
the responses are the feature map channels, similar to the work
of Andrearczyk and Whelan [27]. On the other hand, descrip-
tors extracted from intermediary convolutional layers (pool5 from
VGG-16, res5 from ResNet-50, and dense5 from DenseNet-161)
can be viewed as local image descriptors, which are more com-
monly used with an additional feature encoding step like Fisher
Vectors [21]. However, we flattened these feature maps and used
them directly as descriptors, for simplicity. Although this is not
an optimal method, we conjectured that it is sufficient for texture
comparison, which is simpler than problems such as natural scene
image understanding.

Similarity measures
As aforementioned, a query image is used as the input of a

CBIR system, which has the goal of retrieving images that are
similar (in our case, images that have similar texture) to the in-
put image. There are several methods to quantify similarity, and
we restricted our scope to four of them: 1) cosine similarity;
2) Manhattan distance (L1-norm or city block); 3) Bray-Curtis
dissimilarity (or Sorensen coefficient); and 4) Canberra distance.
Manhattan distance is preferable over Euclidean distance in high
dimensionality problems [28]. Canberra distance is a weighted
version of the Manhattan distance and presents good results for
image retrieval [29]. Cosine and Bray-Curtis measures are less
sensitive to vector norm in Euclidean hyperplanes, so they can
be useful when vectors share similar characteristics but differ in
magnitude. Both measures have presented good results in simi-
larity metrics works [29].

Evaluation
We followed standard image retrieval evaluation protocols

and used mean average precision at K results (mAP@K) as met-
ric, with K = 1 and K = 5.

We adapted the publicly available Describable Texture

Dataset (DTD) [30], originally designed for benchmarking tex-
ture classification, for the image retrieval task. The dataset con-
tains 5640 texture images organized into 47 categories (120 im-
ages per category), such as banded, dotted, and knitted. We used
the ten official train, validation, and test splits provided with the
DTD dataset. We evaluated the retrieval on each fold, using the
images from the test set as queries, and the retrieval database is
the union of the train and validation sets. We averaged the results
over all folds to report mAP values. We considered a retrieved
image as successful if its category matched that of the query im-
age. For K = 1, the number of successful results will either be 1
or 0, because the retrieved image category either matches or not
with that of the query. For K = 5, the same thought applies, with
successful results varying from 0 to 5.

Dimensionality Reduction
Due to the high feature dimensionality generated by DCNNs,

we also experimented on how much we can reduce feature dimen-
sionality without harming performance. To this end, we applied
PCA with a target dimensionality varying from 512 to 8, and eval-
uated the retrieval performance at each step.

Results
Table 1 shows results for the image retrieval task on the DTD

benchmark.
VGG-16 results indicate that applying global average pool-

ing (avgpool5) leads to a better texture descriptor than the outputs
of FC layers (fc6, fc7), pointing to the Cimpoi et al. [21] intuition
that aggregation by FC layers are better at object recognition, dis-
carding texture information, preserved by the convolutional and
pooling layers.

VGG-16 has the best configuration with avgpool5 layer and
Bray-Curtis measure, achieving a mAP@1 of 68.20% and a
mAP@5 of 72.68%. Additionally, for cosine or Bray-Curtis, the
pool5 descriptor has comparable results to fc6 and fc7 descriptors,
indicating that it may be sufficient to describe simpler texture im-
ages.

DenseNet-161 with avgpool and Bray-Curtishas has the best
results among all networks, achieving an mAP@1 of 73.09% and
an mAP@5 of 76.98%. For mAP@1, this represents an increase
of almost 3 percentage points (pp) over the best configuration for
ResNet-50 (avgpool with cosine), and almost 5 pp points over the
best configuration for VGG-16 (avgpool5 with Bray-Curtis).

While VGG is widely used for information retrieval, our ex-
periments show that ResNet-50 and DenseNet-161 outperform it.
Additionally, these networks have considerably fewer parameters:
23M for ResNet-50 and 26M for DenseNet-161, versus 134M for
VGG (discarding the last 1000-dim ImageNet classification for all
networks). A reduced number of parameters is important when
deploying applications in resource-restricted environments. An
alternative for VGG models is to discard the FC layers (similarly
to our avgpool5 descriptor), reducing the number of parameters
from 134M to 14.7M.

Cosine and Bray-Curtis measures presented consistently
good results among all experiments, including descriptors ex-
tracted from convolutional layers (pool5, res5, and dense5 for
VGG-16, ResNet-50, and DenseNet-161, respectively), with a
few exceptions where Canberra outperforms them by a few per-
centage points. Cosine and Bray-Curtis tend to be more agnostic
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Table 1. Retrieval performance on DTD for different combina-
tions of DCNN architecture, feature extraction layer, and simi-
larity measure.

Network
Layer

Measure mAP@1(%) mAP@5(%)
(# of features)

VGG-16

Cosine 64.82 69.86
fc7 Manhattan 61.47 66.83

(4096) Bray-Curtis 63.08 68.27
Canberra 63.15 68.20

Cosine 65.85 70.77
fc6 Manhattan 60.91 65.95

(4096) Bray-Curtis 65.57 66.85
Canberra 65.67 70.36

Cosine 67.23 72.04
avgpool5 Manhattan 62.51 67.81

(512) Bray-Curtis 68.20 72.68
Canberra 61.54 66.63

Cosine 63.79 68.89
pool5 Manhattan 35.08 40.37

(25088) Bray-Curtis 65.51 70.37
Canberra 30.40 34.73

ResNet-50

Cosine 70.61 75.06
avgpool Manhattan 68.80 73.03

(2048) Bray-Curtis 70.20 74.71
Canberra 67.35 71.64

Cosine 68.06 72.51
res5 Manhattan 58.00 63.62

(100352) Bray-Curtis 68.72 73.03
Canberra 64.48 70.39

DenseNet-161

Cosine 72.32 76.52
avgpool* Manhattan 68.61 72.63

(2208) Bray-Curtis* 73.09* 76.98*
Canberra 72.62 76.16

Cosine 68.23 71.93
dense5 Manhattan 63.09 67.8
(108192) Bray-Curtis 68.72 73.03

Canberra 71.13 74.94

*Best overall result.

to the feature vector norm, and rather evaluate different aspects,
which may explain their better coupling with DCNN-based fea-
tures. Cosine similarity explores the angle between feature vec-
tors in a hyperplane, which is norm independent. According to
Kokare et al. [29], one of the main characteristics of Bray-Curtis
dissimilarity is to give more attention to shared components with
similar activations, instead of the position in a Cartesian hyper-
plane as in Euclidean distance. An advantage of the Bray-Curtis
over cosine is requiring less floating point operations. In general,
DCNN-based feature vectors that present activation on the same
components are more similar than feature vectors that have acti-
vations in different components.

Qian et al. [14] also evaluated the performance of a CBIR
system using the DTD dataset, extracting local features from the
last convolutional layer of a VGG-M network pre-trained on Im-
ageNet. They achieved mAP@1 of 62% and mAP@5 of 52% in
their best scenario, using a Gaussian Mixture Model to model the
image distribution, and evaluating Wasserstein distance to mea-
sure its similarities. These values are 11.09 pp and 24.98 pp
smaller for mAP@1 and mAP@5, respectively, than our best
pipeline results.

The classification task is much more common in texture

analysis literature when compared to image retrieval. The best
reported classification accuracy on DTD is 73.8%, achieved by
Song et al. [22] with a 65536-dim locally transferred DCNN-
based Fisher Vector (LFVCNN) descriptor. This is comparable to
our 73.09% mAP@1 result, obtained with a much smaller 2208-
dim descriptor.

Figure 3 illustrates the results for our best pipeline configu-
ration. The texture content from retrieved images is quite similar
to that of their respective queries in all cases. Also, as evidenced
by the results in the first row, the DCNN descriptor has the ability
to find similar textures in different orientations.

Query 
(first image) Results in order of relevance (left to right)

Figure 3. Example results for the best pipeline configuration: DenseNet-

161+avgpool+Bray-Curtis. Left-most images are query examples, and im-

ages on the right represent their respective top-5 retrievals.

It is worth noting that some retrieved images with similar
visual content are put in a different category from the query. This
is due to the way the DTD dataset is constructed, which involves
the subjective task of categorizing textures by their visual content.
This discrepancy can lead to a decrease in the mAP@K evaluation
metric, but is an expected drawback of adapting a classification
dataset to the image retrieval task.

In order to evaluate the impact of dimensionality reduction
on retrieval performance, we applied PCA on our best configura-
tion (DenseNet-161, avgpool, Bray-Curtis). We varied the final
number of components from 512 to 8 (Table 2).

Table 2 indicates that dimensionality reduction has a nega-
tive impact on retrieval performance. However, using 128 com-
ponents reduces the dimensionality by approximately 94%, which
can significantly lower storage and time requirements. This could
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Table 2. Analysis of PCA dimensionality reduction impact on
retrieval performance on DTD for DenseNet-161 avgpool 2208-
dim descriptor using Bray-Curtis measure. Values in paren-
theses indicate reduction in percentage points from the un-
compressed 2208-dim descriptor score.

# of Components mAP@1(%) mAP@5(%)

2208 (original) 73.09 76.98
512 68.30 (-4.79) 73.11 (-3.87)
256 69.27 (-3.82) 74.01 (-2.97)
128 69.79 (-3.30) 74.25 (-2.73)
64 69.53 (-3.56) 73.78 (-3.20)
32 67.23 (-5.86) 71.94 (-5.04)
8 45.66 (-27.43) 53.94 (-23.04)

compensate for the 3.30 pp drop in mAP@1 and 2.73 pp drop in
mAP@5. Additionally, the large extent of dimensionality reduc-
tion with slight performance decrease indicates a moderate level
of redundancy in the DCNN-based descriptor.

Conclusion
We demonstrated that using DCNNs to extract global de-

scriptors for texture images yields promising results in the context
of CBIR applications.

We compared different network architectures, layers, and
similarity measures to build a CBIR pipeline. Our best re-
sults were achieved with DenseNet-161 architecture by extract-
ing a 2208-dim feature vector from its avgpool layer and us-
ing Bray-Curtis dissimilarity measure for comparing descriptors.
There are several important results from our experiments. Firstly,
ResNet and DenseNet features exhibited superior performance
over VGG-16, although VGG features are more commonly used
in literature. Secondly, we demonstrated that applying global av-
erage pooling for VGG-16 convolutional features can improve
over FC layers features. Thirdly, the cosine and the Bray-Curtis
measures provided consistent better results for feature vector
comparison. Additionally, we applied dimensionality reduction
with PCA and we were able to reduce the number of components
in the descriptor from 2208 to 128 while maintaining the retrieval
performance.

For future work, we plan to evaluate more network architec-
tures, given the increase in models with publicly available pre-
trained weights. Another option is to train from scratch or fine-
tune a network for a specific dataset. Additionally, we plan to
measure the processing time under the usage of feature dimension
reduction and different similarity measures, as this is a relevant is-
sue for systems running in resource-restricted environments.
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Aggregating local descriptors into a compact image representation.
In Proceedings of the Conference on Computer Vision and Pattern
Recognition (CVPR), pages 3304–3311. IEEE, 2010.

[10] Florent Perronnin, Yan Liu, Jorge Sánchez, and Hervé Poirier.
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