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Abstract
In this paper we present a Cluster Aggregation Network

(CAN) for face set recognition1. This network takes a set of face
images, which could be either face videos or clusters with a dif-
ferent number of face images as its input, and then it is able to
produce a compact and fixed-dimensional feature representation
for the face set for the purpose of recognition. The whole network
is made up of two modules, among which the first one is a face
feature embedding module and the second one is the face feature
aggregation module. The first module is a deep Convolutional
Neural Network (CNN) which maps each of the face images to a
fixed-dimensional vector. The second module is also a CNN which
is trained to be able to automatically assess the quality of input
face images and thus assign various weights to the images’ corre-
sponding feature vectors. Then the one aggregated feature vector
representing the input set is formed inside the convex hull formed
by the input single face image features. Due to the mechanism that
quality assessment is invariant to the order of one image in a set
and the number of images in the set, the aggregation is invariant
to these factors. Our CAN is trained with standard classification
loss without any other supervision information and we found that
our network is automatically attracted to high quality face im-
ages, while repelling low quality images, such as blurred, blocked,
and non-frontal face images. We trained our networks with CASIA
and YouTube Face datasets and the experiments on IJB-C video
face recognition benchmark show that our method outperforms
the current state-of-the-art feature aggregation methods and our
challenging baseline aggregation method.

Introduction
The research on face set recognition has attracted more

and more attention from the computer vision community
[1][2][3][4][5][6]. Different from single face image recognition,
which basically deal with single face feature extraction and simi-
larity calculation, more information can be extracted from sets of
faces from different identities, which are naturally composed of
faces with variations in image quality, facing directions and illu-
mination conditions. The sets are usually from face video frames
and face image clusters, which are naturally not constrained with
specific orders and the number of face images. Hence the key
issue in face set recognition is to develop an efficient and ap-
propriate representation of face sets, such that it can effectively
gather the dominant information in a face set (e.g. information
from sharper, more frontal face images) while disregarding noisy
information.

One naive method for the face set recognition is to recognize
the face image set as a cluster of face features that are extracted
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Figure 1. The flow chart for CAN. The input face images are processed

simultaneously by two parallel neural networks. The first one is a feature

embedding deep CNN module which generates the features from single face

images represented as fixed-dimensional vectors. And the second one is

a quality assessment network that is able to automatically emphasize face

features from higher quality face images while repelling the features from

lower quality face images, thus forming different weighting factors. These

features and their corresponding weighting scalars are then forwarded for a

weighted summation such as to produce a single 1024-dimensional vector

representing the input face set, which is used for recognition.

by a deep CNN [7][14], and hence in order to compare two face
image sets, one needs the fused matching results from individual
face feature pairs. Let n be the average number of face images
in the face set, then a computational complexity of O(n2) is re-
quired per similarity comparison, which dramatically increases as
the number of images goes up. This will be a critical problem
when we want to build time-sensitive applications such as real
time video face recognition systems. Therefore, in our discus-
sion afterwards, we do not consider such methods as a challenging
competitor to our method.

We propose that it is desirable to develop a fixed-dimensional
compact feature representation for the face sets, which is not re-
lated to the indexing and number of the images in each set. Such
features should consider the information from all the images in
the set while emphasizing the information from higher quality
face images. Then it will allow direct, immediate computation
for the set similarity or distance. One straightforward solution for
generating such a representation is the strategy to take the aver-
age of the features in a set. Although state-of-the-art deep neural
networks are already able to generate very efficient feature rep-
resentations for different identities (meaning that taking the aver-
age of face feature is already a very competitive method for gen-
erating such representations), we believe that features generated
from more frontal faces and sharper images should be preferably
considered over the features generated from occluded, non-frontal
and blurred face images. Hence we are looking for a smart algo-
rithm to capture these characteristics from input images and ac-
cordingly assign different weights to their corresponding feature
vectors.

Face set and video face recognition have been actively stud-
ied in the past. Many previous approaches have attempted to rep-
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resent the face set manifolds or subspaces and compute the man-
ifold similarity or distance for recognition [15][16]. These meth-
ods may work well in some constrained scenarios, but has lim-
ited capabilities for handling more casual and complex situations
where there are large variations between image frames. Besides
these manifold-based methods, there also has been prior research
on aggregating features using CNNs. Yang et al. [1] proposed
a method of using the attention blocks as the universal face fea-
ture quality assessment, and then aggregating them, known as a
Neural Aggregation Network (NAN). Their method borrows the
differentiable memory addressing mechanisms from the Neural
Turing Machine. Although they also build a feature aggregation
method based on smart weighting, the attention block that they
used essentially needs to read all the feature vectors from the in-
put before generating linear weights for them. Therefore, their
proposed method needs preallocated memories and extra running
time each time their method performs aggregation. In addition,
the weights generated by their network are more like arbitrary
values that are assigned to each of the feature vectors depend-
ing on the context of the input. Thus the relationship between
these generated values and the quality of the original images is
weak. Therefore the network cannot be treated as a universal face
image feature quality assessment. To compensate for this short-
coming, Liu et al. [2] proposed a feature aggregation network
called Quality Aware Network (QAN) which uses a Fully Con-
volutional Network (FCN) [17] to simultaneously generate face
feature representation and assign weights to them. Even though
this method emphasizes more the relationship between the gener-
ated feature weights and face image quality, the combination of
feature generation networks essentially makes their aggregation
network inflated. In practical scenarios where thousands of com-
petitive CNN face feature extractors are available, this method
shows its limit by not taking advantage of these rapidly advanc-
ing approaches for single face embedding.

In order to overcome the issues from these previous methods,
we propose a novel feature aggregation method that not only uti-
lizes the state of the art face feature extractor, but also serves as a
universal face image quality measurement. The proposed method
for face set recognition method contains two methods, as shown
in Figure 1. Each module is a CNN which is trained separately.
The first one is a face feature extractor using a deep CNN. The
second one is the aggregation module which incorporates a qual-
ity assessment neural network that serves as weights generator for
the features obtained from the first module. As the key component
in our feature aggregation module, it will be discussed in detail in
the following sections.

In summary, we want to look for an efficient and smart adap-
tive weighting scheme to linearly combine single face features
from a face set together to form a discriminative face set repre-
sentation. We designed a neural network to adaptively weigh fea-
tures depending on the assessment of their original face images.
We name our network the Cluster Aggregation Network (CAN),
for which the parameters are trained through supervised learning
using only the information of a normal face recognition task, e.g.
face identities without any other extra supervising signals.

Face feature embedding module
The face feature image embedding module of our method

is a deep CNN, which embeds each image from a face set to

Table 1. Evaluation result for CNN feature extractor on the
LFW dataset

Fold Accuracy
1 99.17%
2 99.00%
3 99.00%
4 99.50%
5 99.00%
6 99.17%
7 99.17%
8 99.00%
9 99.83%
10 99.33%

a feature vector representation. In order to leverage modern
CNNs with state of the art performance, we adopt the recent pro-
posed SphereFace feature extractor [3], which produces a 1024-
dimension feature vector for each of the input face images. In
the rest of the paper, we will refer to the employed SphereFace
network as “the CNN”. The training of the CNN used a stan-
dard face classification and verification process and we trained it
on the publicly available CASIA WebFace dataset [4]. For eval-
uating the efficiency of our trained CNN, we tested its accuracy
on 10 different folds of the LFW dataset [5], as shown in table 1.
We can see that SphereFace CNN model is accurate in identifying
single faces; and thus we can use it as a robust and efficient single
face embedding.

Face feature aggregation module
In this section we discuss the feature aggregation module

which essentially takes the feature vectors from the feature em-
bedding module, and then generate face set representation. Con-
sider that we are recognizing n pairs of face image sets, each
containing a varying number of images Ki. Therefore, each
face image set X i is represented as X i = {xi

1,x
i
2, ...,x

i
k}, where

xi
k,k = 1,2, ...,Ki is the k-th image in the face set. Each image

has a corresponding feature representation φ i
k, which is extracted

by the feature embedding module. For better readability, the su-
perscript i is omitted in the following text. By forwarding the
images {x1,x2, ...,xk} to the quality assessment network, we will
have a quality score normalized to a value between zero and one
{σ1,σ2, ...,σk}, which corresponds to the set of the input images.
We then set σ j, j = 1, ...,k as the weights for the feature vectors
φ j, j = 1, ...,k. Hence the aggregated feature r is represented as

r =
∑

k
j=1 σ jφ j

∑
k
j=1 σ j

. (1)

In this way, we can see that the aggregated feature vector
is a weighted summation of the input single face feature vectors.
Therefore, the output feature vector is of the same dimension as a
single face feature vector; and it is independent of the order or the
number of input face images in the face set.

Note that here we are directly assigning the quality scores as
the weights for the feature vectors. We observed that the images
that are preferred by our quality assessment network are more
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Figure 2. Quality score generated on the three channels of face images

by our quality assessment network. The top three images show the variation

of face poses. From left to right: face side and down, face side, frontal face.

The bottom three images show the variation of image sharpness. From left to

right: most blurred face image, medium blurred face image, clear face image.

frontal and sharper, thus the network tends to assign higher quality
scores to those images. In the mean time, blurred and non-frontal
face images are repelled, leading to the result that the network
tends to assign lower quality scores to them. An example of the
face image quality assessment by our network is shown in Figure
2, from which we are able to see that the scores are ascending
from left to right, matching with the fact the face images from
left to right are becoming more frontal and sharper. We presume
that sharp and frontal face images are much more critical in the
decision of recognition than blurred and side faces. Therefore,
Equation 1 will make the face set recognition system focus on
good images, while ignoring bad ones.

Quality assessment neural network
Our quality assessment module for face images is actually a

Convolutional Neural Network, as shown in Figure 3. This net-
work has a simple structure, and the process of generating quality
score is a one-time network forwarding. Examples of image qual-
ity scores output from our network are shown in Figure 2. The

Figure 3. Network structure of our quality assessment CNN. The input

images are forwarded to 3 convolutional layers and 2 pooling layers, followed

by a Fully Connected (FC) layer, and the quality scores are obtained through

the sigmoid layer.

network takes RGB color images with size 224 × 224 × 3 and
the sigmoid layer’s output has size 1 × 3, which corresponds to
the Red, Green and Blue channels from the input images. Differ-
ent from NAN which depends on input context to generate feature
weights, our quality score is only related to one input image and
the parameters of the neurons in the network, which are trained
with standard face recognition techniques without any other su-
pervision signals, such as how good or bad the image is.

In order to effectively train the network, we compose our
training data y of three parts: ya, yb and yc. Each of them con-
tributes to one third of the training samples. ya, yb are the sets
of faces that come from the same person while yc comes from a
different person. By forwarding y throughout the networks, we
get the output feature representations for the three sets, noted as
ra, rb and rc. We want the distance between ra and rb be as small
as possible while the distance between ra and rc be as large as
possible. Hence we let the back propagation process to minimize
the combination of the following two loss functions:

l1 = λ‖ra− rb‖2 +(1−λ )max(0,m−‖ra− rb‖2) (2)

and

l2 = ‖ra− rb‖2−‖ra− rc‖2 +δ , (3)

where the norms indicate Euclidean distance between vectors.
We see that since ra, rb represents the same identity while rc

represents different identities, therefore minimizing the loss as de-
scribed in Equation 5 will make sure that ra and rb is the closest,
thus having highest similarity. Meanwhile, we note that minimiz-
ing Equation 3 is equivalent to minimizing the distance between
ra, rb while maximizing the distance between ra, rc, since δ is a
constant value. Therefore, in the training process, the loss func-
tions regulate the parameters of the neurons such that they can
gradually learn to ignore the low quality images in the face set
that prevent the distance between ra and rb from decreasing and
ra and rc from increasing. And finally the neurons are trained to
automatically protrude higher quality face images while repelling
hard samples from face sets.

Actually, Equation 3 is known as triplet loss [7] and Equation
2 is called contrastive loss [6], in which λ = 1 if the pair (a,b)
comes from the same identity and λ = 0 otherwise. Therefore, in
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our case, Equation 2 can be further simplified as:

l2 = ‖ra− rb‖2. (4)

And the combined loss function l is:

l = l1 + l2 (5)

In the training process, the standard backpropagation will adapt
the network parameters such as to minimize the average loss as
described in Equation 3 and 5.

Training details
As mentioned before, the single face embedding CNN and

quality assessment CNN are trained separately in our work. To
train the single face embedding CNN, we use about 45K images
in the CASIA WebFace dataset [4] to perform single image-based
recognition. After training, the CNN feature extractor is fixed and
we focus on training the aggregation module.

To train the quality assessment CNN, the way of preparing
data is that we firstly detected, cropped and aligned faces from the
YouTube Face dataset. After doing this, all the faces were at the
same horizontal and vertical level. Then we used the single face
embedding CNN to generate corresponding feature vectors from
the aligned face images. After this process we prepared around
13K image-feature pairs. Then we trained on the prepared dataset
with standard back propagation and a SGD solver [8]. We set the
learning rate be 0.001 and batch size be 24. We trained on an
NVIDIATM 1080Ti GPU with CUDA [18] enabled; and it took
around 4 hours to finish the training process.

Baseline method
Since our goal is to develop a smart feature aggregation

method, we want to compare the results with simple aggregation
approaches such as average weighing to see whether the smart
weighing really helps to improve the face set recognition accu-
racy. Similar to Equation 1, the baseline method can be described
as:

r = ∑
k
i=1 fi

k
, (6)

where fi is the same CNN feature used by CAN. We see that the
baseline method also generates a feature vector with the same di-
mension as a single face feature.

Results on IJB-C dataset
The IJB-C dataset contains face images and videos that are

captured from situations in the wild. It features a wide variety in
pose, illumination and other kinds of imaging conditions, thus it
is very challenging. We tested on the video frames from IJB-C,
which has 500 identities with 2042 videos in total and around 11
frames for each person’s video. We compared our face set recog-
nition accuracy with reported results on IJB-C’s ’compare’ proto-
col for 1:1 face verification from current state of the art methods
and also our own baseline method. And it shows that our methods
compete over current state of the art and our own baseline method,
as shown in Table 2.

We see from the results that QAN outperforms its previ-
ous state of the art by 0.65% and our proposed CAN outper-
forms QAN by 0.8%. In addition, it is noteworthy that CAN

Figure 4. An example of successful verification for two face sets using

CAN but unsuccessful verification using the baseline. The face set on the

left and on the right are recognized as different persons by the CAN, but are

mistakenly recognized as the same person by the baseline. The reason for

the difference in recognition comes from the weighting scheme of the base-

line and the CAN. The yellow digits on top are the weights of face features

generated by CAN, which have been averaged over three channels. The Bar

Chart visualizes the variation of the feature weights.

Table 2. Verification Accuracy comparison of state of the art
methods, our baseline methods and our proposed CAN net-
work on IJB-C dataset

Method Accuracy (%)
EigenPEP [19] 84.8
DeepFace-single [14] 91.4
DeepID2+ [20] 93.2
CNN+Baseline 94.65
FaceNet [7] 95.12
NAN [1] 95.52
QAN [2] 96.17
CAN(ours) 96.97

outperforms our baseline method by 2.32%, meaning that our
smart aggregation actually works better than the naive aggrega-
tion method. An example of the failure case from using the base-
line method, while non-failure from CAN is shown in Figure 4.
We see that for face set on the left, the image on the right is much
more blurred than the image on the left, in addition, the pose of
the face on the right is not as frontal as the one on the left. There-
fore, by forwarding the two face images to CAN for quality as-
sessment, our network is able to smartly generate a higher score
for the image on the left, while much lower score for the image
on the right. As for the face set on the right, the images actually
do not vary a lot with sharpness but vary in face pose. Hence our
proposed CAN is also able to detect these variations and adap-
tively assign weights to the images. We notice that for this image
set, from left to right the facing angle of the person is gradually
decreasing, thus interestingly, weights generated by CAN are also
in descending order. This is actually consistent with human cog-
nition.

Conclusions
We have presented a Cluster Aggregation Network for face

set representation and recognition. It gathers all the input frames
and uses an adaptive weighing schematics based on the smart
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assessment for face images quality to generate a set of variable
weights for the input, resulting a compact representation of the
face image set. This method is simple, competitive, and can also
be used in many scenarios, such as video face recognition, face
clustering, and many other vision tasks.
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