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Abstract 
In workplace of factory or office, measuring positions of 

workers is important to make the workplace visible for improving 

working efficiency, avoiding miss operation and accidents. 

Monocular fisheye camera is used by conventional methods to find 

and track people in workplace. But it is difficult for these methods 

to get 3D position of workers. Stereo fisheye cameras were used to 

measure 3D position. But calibrating these fisheye cameras is a 

hard and time-consuming work.   

We propose a new method to measure 3D position of people 

in workplace by only one fisheye camera. One 360-degree fisheye 

image is projected to a unit sphere and several perspective 

projection images are generated to correct fisheye distortion. 

People recognition is made in the corrected images by machine 

learning method. Recognition results are used to calculate 3D 

position of people in workplace. Only very few markers are set on 

floor of workplace to make calibration between perspective 

projection images and plane of workplace floor.  

People recognition and position measurement experiments 

were made in workplace by Ricoh R 360-degree monocular fisheye 

cameras. People recognition rate of 92.5%, false positive rate of 

0.2%, people position measurement accuracy of 6.6% were 

obtained. The evaluation results demonstrate effectiveness of our 

proposed method. 

Introduction 
 In workplace of factory or office, measuring positions of 

workers is important to make the workplace visible for improving 

working efficiency, avoiding miss operation and accidents. 

Information of people’s 3D position can also be used for robot 

navigation, cooperation between robot and people.  

Monocular fisheye camera was used by conventional methods 

to find and track people in workplace. It is difficult for these 

methods to get 3D position of workers. Stereo fisheye cameras 

were used to measure 3D position of people. But calibrating these 

fisheye cameras is a hard and time-consuming work. Because of 

large fisheye distortion and lack of parallax, it is a challenge to get 

3D position of people from only one 360-degree fisheye camera. 

Objective of our research is to recognize people and measure 

his 3D position in workplace by one monocular fisheye camera. 

Because fisheye camera has a wide angle of view, a large factory 

can be covered by fewer 360-degree fisheye cameras. Setting the 

fisheye camera is much easier than setting stereo cameras.  

We propose a new method to measure 3D positions of people 

in workplace by only one monocular fisheye camera. One 360-

degree fisheye image is projected to a unit sphere and several 

perspective projection images are generated to correct fisheye 

distortion. People recognition are made in the corrected images by 

machine learning method. Recognition results are used to calculate 

3D position of people in workplace. Only very few markers were 

set on floor of workplace to make calibration between perspective 

projection images and plane of workplace floor. People recognition 

and 3D people position measurement experiments made in 

workplace by Ricoh R 360-degree monocular fisheye cameras 

demonstrated effectiveness of our proposed method. 

Related Work 
Many methods have been proposed to recognize pedestrian, 

for example histograms of oriented gradients features were used 

for pedestrian recognition [1][2]. Deep learning methods have been 

used for people recognition, which can get much higher 

recognition accuracy [3]-[6].  These methods are used for small 

angle of view cameras without fisheye distortion. Calibration is 

also easy for the cameras. Stereo camera was used to recognize 

people and measure distance to get 3-dimension position [7][8]. 

But calibrating the stereo cameras is a hard and time-consuming 

work, especially for stereo fisheye cameras [9]. Fisheye 

surveillance camera was used for recognizing and tracking people. 

Although fisheye distortion is corrected at first, then people is 

recognized [10]-[14], it is difficult for these methods to correct 

360-degree fisheye camera’s distortion as shown in Figure 1. 

Recognizing pedestrian directly from distorted fisheye image was 

propose [15]. But collecting learning image data is a hard work. 

Because fisheye distortion is different at different position in 

fisheye image, many recognition models should be made for one 

fisheye image. The people recognition models are made for a 

specific camera. To apply to a different fisheye camera, we should 

collect learning image data and train models again. It is difficult 

for conventional methods to recognize people and get his 3D 

position from one 360-degree fisheye camera.  

Proposed Method 
We propose a new method to measure 3D positions of people 

in workplace by only one monocular fisheye camera. As shown in 

Figure 3, flow chart of the proposed method, one 360-degree 

fisheye image is used to recognize people and get his 3-dimension 

position. The fisheye image is projected to a unit sphere and 

several perspective projection images are generated to correct 

fisheye distortion. 

 

 
 

Figure 1. 360-degree fisheye image 
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Figure 2. Fisheye distortion corrected image 

 

 
Figure 3. Flow chart of proposed method 

 

People recognition are made in the corrected images by 

machine learning method. Recognition results are used to calculate 

3D position of people in workplace. Only very few markers were 

set on floor of workplace to make calibration between perspective 

projection images and plane of workplace floor. Detail of the 

proposed method is described in the following sections. 

Fisheye Distortion Correction 
In our proposed method, several projection transforms are 

used to correct fisheye distortion. Figure 1 illustrates an 

equirectangular projection image example taken by a 360-degree 

fisheye camera. There is a large fisheye distortion in this image. 

Figure 2 shows a fisheye distortion corrected image made by our 

method. 

Equirectangular projection 
Equirectangular projection is a type of projection for mapping 

a portion of the surface of a sphere to a flat image. The horizontal 

coordinate is simply longitude, and the vertical coordinate is 

simply latitude. Equirectangular images cover 360° horizontally 

and 180° vertically. Equirectangular projection is the most often  

 

 
Figure 4. Unit sphere used for image projection transform 

 

used format for 360-degree fisheye camera. To correct distortion, 

the equirectangular image is projected to a unit sphere. 

Unit Sphere Projection 
To correct fisheye distortion, equirectangular projection 

image is projected to a unit sphere as shown in Figure 4. Radius of 

the sphere is 1. Light input to the fisheye lens which passes point P 

(𝑥𝑣, 𝑦𝑣 , 𝑧𝑣) on the unit sphere and center of the sphere O. Angle 

between input light ray and equatorial plane in vertical direction is 

latitude and horizontal direction angle is longitude. 

Relation between coordinate (𝑥𝑣, 𝑦𝑣, 𝑧𝑣) and input angles of 

light ray (latitude, longitude) is shown in Equation (1) to Equation 

(3).  1 pixel on equirectangular projection image has coordinate of 

(latitude, longitude). This image pixel is projected to the point on 

the unit sphere which has coordinate of (𝑥𝑣, 𝑦𝑣, 𝑧𝑣). 

 

𝑥𝑣 = cos(𝑙𝑎𝑡𝑖𝑡𝑢𝑑𝑒) cos(𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑒)                                       (1) 

 
𝑦𝑣 = cos(𝑙𝑎𝑡𝑖𝑡𝑢𝑑𝑒) sin(𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑒)                                        (2) 

 
𝑧𝑣 = sin(𝑙𝑎𝑡𝑖𝑡𝑢𝑑𝑒)                                                                        (3) 
 

Unit Sphere Rotation 
 

As shown in Figure 1, 360-degree fisheye image covers large 

area of workplace. To cover the area by fisheye distortion 

corrected images, multiple images are made by using unit sphere 

of Figure 4. Each distortion corrected image is made at specific 

direction. The unit sphere is rotated to several directions to make 

the distortion corrected images. Angle of  (𝛼, 𝛽,γ) are the rotation 

angles by which the unit sphere is rotated. 𝛼,𝛽 and γare rotation 

angles around x, y and z axis. Coordinate (𝑥, 𝑦,z) of point on the 

sphere is transfer to  (𝑥′, 𝑦′,z')  by Equation (7). Coordinate 

transforms are made by Equation (4) to Equation (6) separately. 

Combined rotation by angles (𝛼, 𝛽,γ) is made by Equation (7). By 

rotating the unit sphere to a specific direction by angles  (𝛼, 𝛽,γ), 
fisheye distortion corrected image can be made. Rotating the unit 

sphere several times, multi fisheye distortion corrected images can 

be made to cover whole area of workplace. 
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Figure 5. Making perspective projection image from unit sphere 
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Perspective Projection 
As shown in Figure 5, perspective image is made by 

projecting image from the unit sphere to the perspective image 

plane. One point of P(𝑥𝑝,𝑦𝑝) on the perspective image plane has 

relation with input light ray angles (latitude, longitude), which has 

relation expressed by Equation (8) and Equation (9). The 

perspective image plane is tangent plane to the unit sphere. 

 

𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑒 = arctan(
𝑦𝑝

𝑥𝑝
)                                                    (8) 

 

𝑙𝑎𝑡𝑖𝑡𝑢𝑑𝑒 = arctan(
𝑧𝑝

√𝑥𝑝
2+𝑦𝑝

2
)                                             (9)   

 

Making Distortion Correction Image 
The fisheye distortion correction image is made by several 

projections described above. Intensity of image pixel on the 

perspective image plane at position P(𝑥𝑝,𝑦𝑝)  is calculated from 

equirectangular projection image pixel of coordinate (latitude, 

longitude). At first, coordinates (𝑥𝑝,𝑦𝑝) is mapping to a point of   

 

 
 

 
Figure 6. 3-dimension position measurement of worker 

 
(𝑥′, 𝑦′,z') on the unit sphere by Equation (1) to Equation (3), 

Equations (8) and Equation (9). Then coordinates of  (𝑥, 𝑦,z)  on 

the sphere before rotation of the unit sphere is calculated by 

Equation (4) to Equation (7). Rotation angle of (𝛼, 𝛽,γ)   are 

parameters set before calculation. At last, coordinates of (latitude, 

longitude) on equirectangular projection image are calculated by 

point of  (𝑥, 𝑦,z)    on the unit sphere, using Equation (1) to 

Equation (3). Coordinates of (latitude, longitude) may not be 

integer. Bi-linear interpolation is used to calculate pixel intensity 

on equirectangular projection images. To cover whole work area, 

several perspective images are made. 

3 Dimension Position Measurement 
In our proposed method, as shown in Figure 6, 3-dimension 

position of worker on floor plane of workplace is measured. 

Position at point P(X, Y), the point on the floor plane, is used as 

position of a worker in workplace. It is supposed that a worker 

stands on the floor of workplace. Position of his foot is used as his 

3D position in the workplace. In the perspective projection image, 

the worker’s 3D position is imaged as point p(x, y). By calibrating 

perspective plane with 3D plane of workplace floor, we can 

calculate 3D position P(X, Y) by point p(x, y). Because both floor 

plane of workplace and perspective projection image are planes, 

which can be expressed by perspective projection of Equation (10). 

Parameters of  𝑚𝑖𝑗  can be calculated by calibration. By setting 

several markers on the floor of workplace plane, the parameters   

𝑚𝑖𝑗 can be calibrated. 4 points can be used for calculated transform 

parameters between one perspective image and the floor plane of 

the workplace. A, B, C, D illustrate markers on the floor plane. 

Points a, b, c and d on perspective image plane are images of 

points A, B, C and D. Because positions of A, B, C, D, a, b, c, d 

are known value, 8 equations can be made to get 8 unknown value 

of 𝑚𝑖𝑗 . We project several perspective images to cover whole 

workplace. Each perspective images are calibrated by marker on 

the floor plane. Then we can calculate 3D position of a worker by 

his position on the perspective image. 
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Figure 7. Experiment setup 

People recognition and Position Measurement 
As shown in Figure 6, people recognition is made on 

perspective projection image plane. Histograms of Oriented 

Gradients(HOG) feature and Support Vector Machine(SVM) 

machine learning are used to recognize people in our proposed 

method [1]. A pre-trained model was used for people recognition. 

People recognition results is expressed by a rectangle of EFGH. 

Position at the middle of line FG, bottom line of the result 

rectangle, is used as position of the worker on perspective image. 

By using the calibrated parameters of 𝑚𝑖𝑗 and Equation (10), 3D 

position P(X, Y) can be calculated by position p(x, y). 

Experiment Results 
Ricoh R 360-degree fisheye cameras as shown in Figure 8 are 

used to make people recognition and 3-dimension position 

measurement experiments. Experiment setup is illustrated in 

Figure 7. Video stream is outputted from Ricoh R camera to video 

recorder by HDMI cable. Video data is recorded in the recorder by 

SD card or USB Hard disk (HDD). Power supply to the camera 

and video recorder is given by a mobile battery. The Ricoh R 

fisheye cameras are attached to wall or pillar in the workplace.  

Output fisheye image of Ricoh R is equirectangular projection 

image which has size of 1920 by 1080 pixels. One example of the 

fisheye camera is shown in Figure 1. 3 direction perspective 

projection images were made to correct fisheye distortion. Angle 

of view 30-degree, 90-degree and 30-degree were used for making 

left, front and right direction perspective projection images 

separately. Size of each perspective image is 640x480 pixels. 

Figure 9 is people recognition results. Figure 9 (a) is left direction 

perspective image and people recognition results. People 

recognition results are expressed by green rectangle. Figure 9 (b) is 

right direction perspective image and people recognition results. In 

Figure 10 red points are foot points of people in perspective image, 

which are used for 3D position measurement.  

Recognition evaluation results of recognition rate and false 

positive rate are shown in Table 1. 33,298 images were used for 

evaluation. Peoples’ 3D position measurement results are shown in 

Figure 11. Red points are 3D position of people, which are results 

of 290 frames. X and Y are distance in longitude direction and 

vertical direction by unit of millimeter. Distance measurement 

accuracy was 6.6%. 

 

 
 

Figure 8. Ricoh R 360-degree fisheye camera  

 

 
(a) 

 

 
(b) 

 
Figure 9. People recognition results on perspective projection images 
(a)Left direction people recognition results, (b)Right direction people 
recognition results. 

 
Table 1 People recognition evaluation results 

 
People recognition results 

Recognition rate (%) 92.5 

False positive rate (%) 0.2 
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Figure 10. People recognition results example. Red points illustrate people 
position in perspective projection image 

 

 
 

Figure 11. 3D position of people measurement results. People’s 3D position 
calculated from 290 fisheye image frames are printed at the same graph by 
red points.  

Conclusion 
We propose a new method to recognize people and measure 

3D position of the people in workplace by only one fisheye camera. 

One 360-degree fisheye image is projected to a unit sphere and 

several perspective projection images are generated to correct 

fisheye distortion. People recognition is made in the corrected 

images by machine learning method. Recognition results are used 

to calculate 3D position of people in workplace. Only very few 

markers are set on floor of workplace to make calibration between 

perspective projection images and plane of workplace floor.  

People recognition and position measurement experiments 

were made in workplace by Ricoh R 360-degree monocular 

fisheye cameras. People recognition rate of 92.5%, false positive 

rate of 0.2%, people position measurement accuracy of 6.6% were 

obtained. The evaluation results demonstrate effectiveness of our 

proposed method. 
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