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Abstract
Over the years, video surveillance systems have been used

for indisputable evidence of a crime. Unfortunately, videos of the
surveillance systems can be forged through adding (deleting) an
object to (from) a video scene (i.e., object-based forgery) with in-
visible traces and little effort. In this paper, we propose a novel
approach that uses spatial decomposition, temporal filtering, and
sequential analysis to detect object-based video forgery and esti-
mate a movement of removed objects. The results show that our
approach not only outperforms a previous approach in detecting
forged videos but it is also more robust against compressed and
lower resolution videos. Also, our approach can effectively esti-
mate a movement of different sizes of removed objects.

Introduction
For many years, surveillance videos have become essential

for social security that monitors many organizations, and thus, it
is important to ensure the reliability of these surveillance videos.
If these recorded videos are abused, it could lead to many critical
problems that are related to public security or legal evidence. That
is, the fundamental challenge is to determine whether a recorded
video is authentic or not especially when it is used as critical evi-
dence for judgment [1]. Furthermore, with the advent of powerful
and easy-to-use media editing tools, it enables an attacker to ma-
liciously forge a video sequence through adding or deleting an
object in a scene with invisible traces and little effort. This forged
video is often eye-deceiving and appears in a way that is realis-
tic, hence believable. That is, newspapers are sometimes tricked
to use forged videos as if they are authentic. As a result, video
contents should be carefully analyzed to ensure its originality and
integrity, thus reducing digital crimes [2].

Creating an automatic approach for detecting forged video is
a difficult problem because of the lack of truthful bases that can
be used to verify the originality and integrity of video contents.
Also, often forged video may not only run through inserting or
removing an object in a scene but other complex processes are
performed including compression, resizing, and rotation, which
makes the detection more difficult [3]. Furthermore, if a forger
tamper regions of a video by inpainting to remove an object (e.g.,
person) from the scene, it becomes more difficult to detect the
tampered regions due to the high correlation between the tam-
pered regions and the rest regions of the video. As a result, organi-
zations that seek to validate video contents face a major challenge
in proving the integrity of the video contents.

This issue leads to an increasing concern about the original-

ity of video contents and the need to develop effective techniques
to evaluate the originality, integrity, and authenticity of these
video contents. Most of the existing video forensic approaches
have been conducted to detect frame-based forgery that is created
by inserting (deleting) frames into (from) a video scene. In [4],[5],
inconsistent of optical flow vectors was used as evidence of un-
originality. The temporal correlations were used in [6], [7], [8]
to detect tampered videos. In [9], [10], MPEG double compres-
sion artifacts were addressed on a macroblock-by-macroblock ba-
sis. In [11], motion compensation based approach was proposed
to detect temporal interpolation in videos. In [12], Stamm et al.
used Group Of Pictures (GOP) structure based approach to detect
a frame deletion or addition fingerprint. Also, An anti-forensic
approach was proposed in [12] to remove the frame deletion or
addition fingerprint.

However, less attention has been paid to object-based video
forgery that is created by adding objects to a video scene or re-
moving objects from a video scene. Adding objects to a video
scene (video splicing) is achieved through chroma key composi-
tion. A few approaches have been conducted to detect video splic-
ing forgery. In [13], Su et al detected video splicing by examining
changes of correlation patterns between the color signals on the
edges of all objects. In [14], histograms of the DCT coefficients
were used to classify a video as authentic or tamper. In [15], sta-
tistical correlation of blurring artifact was utilized to detect video
splicing. Deep learning with autoencoders architecture was used
in [16] to learn an intrinsic model of a given video.

On the other hand, removing objects from a video scene is
achieved by using inpainting algorithms such as [17] and [18]. A
few approaches have been conducted to detect inpainted videos.
In [19], Zhang et al. used ghost shadow artifacts, which were
left during inpainting process, to detect inpainted videos. In [20],
physical inconsistencies were used as evidence of inauthenticity.
Statistical features of object contour was utilized in [21] to detect
removed objects forgery. In [22], Chen et al. extracted stegana-
lytic features from motion residual matrices and used these fea-
tures to classify between three classes, which are pristine frames,
forged frames, and double compressed frames.

In this paper, we study the problem of detecting object-based
video forgery. It is difficult to add moving objects without leav-
ing invisible traces due to possibly different motions and illumi-
nations in videos. Hence, object-based video forgery often refers
to removing objects from a video as illustrated in Fig.1, where the
man in the red box has been removed from the scene. We pro-
pose an approach to detect removed moving objects from a video
scene that is taken from a static camera and estimate a movement
of removed objects. Hence, our approach can identify if a static
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Figure 1: An example of object-based video forgery: Images on the top row indicate frames from the original video; Images on the
bottom row indicate frames from the tampered video where the man in the red box has been removed from the scene.

scene in a video is naturally static or forged to be static.
The contributions of our approach can be summarized as fol-

lows:

• We have addressed a new and challenging object-based
video forgery problem when compared to frame-based
forgery problem.

• Our approach can estimate a movement of different sizes of
removed objects using spatial decomposition.

• Our approach can detect temporal changes (i.e., pixels’
changes) that are nearly invisible using sequential analysis.

• Our approach not only outperforms a previous approach in
detecting forged videos, but it is also more robust against
compressed and lower resolution videos.

The rest of the paper is organized as follows: Section 2
presents our proposed approach. Section 3 presents our experi-
mental results, followed by conclusion in section 4.

Proposed approach
We briefly describe our approach in the following steps, as

illustrated in Fig.3. First, we apply spatial decomposition to the
video frames by means of Laplacian pyramid, followed by tem-
poral high pass filter to detect edges spatially and highlight vari-
ations temporally. Then, sequential analysis is performed tempo-
rally to detect changes in pixels. These changes are candidates
of tampered pixels and it needs to be verified. The forgery is
confirmed if pixels changes form large spatial regions and last
for short duration. Finally, The removed object’s movement is
estimated by summing all verified pixels’ changes of the video
frames.

Spatiotemporal Filter
We apply spatiotemporal filtering stage, which is presented

in Fig.4, for two reasons. (a) Although the structure inpainting,
texture inpainting or combined structural and textural inpainting
are usually performed to remove the motion artifacts that is left
from object removal, there are still some left traces for object-
based video forgery, which is always exist near the object bound-
ary and its boundary areas. These traces can be detected using
spatiotemporal filter. (b) After applying spatiotemporal filter, pix-
els’ values at static regions are close to zero that makes temporal
(pixels’) change detection more accurate as shown in Fig.2.

Figure 2: A pixel distribution before using the spatiotemporal fil-
ter is on the top and after using the spatiotemporal filter is on the
bottom.

Since the size of the removed objects is unknown, a video
is divided into frames, and spatial filtering (i.e., Laplacian pyra-
mid [23]) is applied to each frame. The Laplacian pyramid sub-
tracts each frame from its blurred version to form a video scale,
down-samples each frame by half, and repeats this process until
the minimum resolution of a frame is reached. This process con-
structs multi-scale videos that represent edges at different scales.
Then, we perform temporal filtering in each scale by using the
pixels values throughout time in a frequency band and apply a
high-pass filter to remove static edges.

Sequential Analysis
We reconstruct the Laplacian pyramid that transfers multi-

scale videos to one video scale (i.e., the input video scale) to min-
imize the computation time of the sequential analysis. We then
introduce a null hypothesis H0 that states there is no change in
a pixel’s mean value and an alternative hypothesis H1 that states
there are changes in a pixel’s mean value. The mean before the
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Figure 3: The flowchart of our approach.

change µ0, is assumed to be known and the mean after the change
is assumed completely unknown but different than µ0. We begin
by formulating the null and alternative hypothesis:

H0 = {µ : µ = µ0,k < τ}
H1 = {µ : µ 6= µ0,k ≥ τ}

(1)

We also assume pixels’ values are drawn from a normal
distribution (x ∼ N (µi, σ2)) and are independent and identi-
cally distributed and that the variance remains constant through-
out frames while the mean is dependent on the scene. Using these
hypotheses, we form the null and alternative likelihoods

L(H0) = P(x/H0) =
1√

2πσ2

N

∏
i=k

e
−(xi−µ0)

2

2σ2 (2)

L(H1) = sup
µv

P(x/H1) = sup
µv

1√
2πσ2

N

∏
i=k

e
−(xi−µv)

2

2σ2 (3)

Where x represents values of a pixel throughout video
frames; N is the number of frames; µ , σ2 donate the mean and
variance of the pixel respectively. Using Equations 2 and 3, we
form log likelihood

RN
k = ln

supµv
P(x/H1)

P(x/H0)
= ln

supµv ∏
N
i=k e

−(xi−µv)
2

2σ2

∏
N
i=k e

−(xi−µ0)
2

2σ2

(4)

µ̂v =
1

N− k+1

N

∑
i=k

xi (5)

The unknown mean (µv) is replaced by its maximum likeli-
hood (ML) estimate (equation 5). Then log likelihood and gener-
alized log likelihood becomes

RN
k =

1
2σ2

[
N

∑
i=k

(xi−µ0)
2−

N

∑
i=k

(xi− µ̂v)
2

]

=
1
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N
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[
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2
]

=
N

∑
i=k

[
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σ2 +
µ2

0 − µ̂v
2

2σ2

] (6)

Figure 4: The overview of the spatiotemporal filter.

G = max
1≤k≤N

RN
k

= max
1≤k≤N

N

∑
i=k

[
(µ̂v−µ0)xi

σ2 +
µ2

0 − µ̂v
2

2σ2

] (7)

τ = min{N ≥ 1 : G≥ h} (8)

In equation 8, τ (alarm detection) donates frame number
where the change occur; N is the discrete time index (frame in-
dex), and h is a threshold.

We use binary segmentation [24] to detect multiple changes.
Binary segmentation starts by detecting single change point in the
complete time series, if there is a change point, it splits the time
series around this change point into two sub-series, and repeats
this process until no change points are detected. By using binary
segmentation, the time axis that represents a frame number will
be divided into segments.

The null hypothesis is rejected if three conditions are met.
First, G exceeds a certain threshold (h) to show there is a change
in the pixel’s mean. Second, the mean of any segment exceeds
a certain threshold to identify whether this segment belongs to a
background or a removed object. Third, the length of this seg-
ment is less than a certain threshold based on our definition that
removed objects are moving as stated in introduction section.

A pixel’s change detection is applied individually to the red,
green, and blue channels of video frames. A change in a pixel
is detected if this change happens on at least two channels in the
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Table 1: The Comparison Results of Object-based Forgery Detection for Our Approach and Approach [21] Using Different Video Sets.

Video sets
Precision (%) Recall (%) F1 (%)

Our approach Approach [21] Our approach Approach [21] Our approach Approach [21]
Uncompressed 93.3 85.7 93.3 80 93.3 82.7
Compressed (MPEG-4) 92.8 71.4 92.8 66.7 92.8 68.9
Low-resolution 92.8 78.5 86.7 73.3 89.6 75.8

same time interval to eliminate false alarms. Finally, we construct
a binary video where a pixel equals one in frames that belong
to changed segments and equals zero in frames that belong to
unchanged segments. A video forgery is detected if at least 30
consecutive frames (i.e., one second) have a large area (i.e., 500
pixels) that contains only ones.

Object-Movement Estimation
The removed object’s movement in a forged video is esti-

mated by constructing another binary video where a pixel equals
one on a frame where a change occurs until the last video frame
and equals zero on the other frames. Once this binary video is
constructed, the traces of a removed object can be visualized by
plotting the last spatiotemporal XT slice, which is the top view of
this video.

Experimental results
To the best of our knowledge, the only available video

forgery datasets are SULFA [25] and SYSU-OBJFORG [22].
However, SULFA is a frame-based forgery, and SYSU-
OBJFORG isn’t realistic since a naked eye can identify its forged
videos. Therefore, we collected a video set that is extracted from
a static surveillance camera [22] where videos are uncompressed
with a resolution of 1280x520pixels. Using this video set, we
built our video set that contains 15 original videos that have only
a static scene and 15 forged videos that are generated using re-
cent inpainting algorithm [17]. Using our video set, we generated
compressed and low-resolution video sets by compressing these
videos using H.264/MPEG-4 with 1 Mbps and reducing the orig-
inal resolution by half, respectively. Hence, we ended up with 90
videos to evaluate the effectiveness of our approach.

Evaluation Metric
Our approach focuses on detecting pixel changes that often

occur near a removed object boundary, not on the whole area of
this object. Hence, our approach is measured at the video level,
which identifies whether a video is forged or not, rather than pixel
level. By defining TP as the correctly detected forged videos, FP
as original videos that have been incorrectly detected as forged
and FN as falsely missed forged videos, we compute Precision,
Recall, and F1 as follows:

Precision =
TP

TP +FP
(9)

Recall =
TP

TP +FN
(10)

F1 = 2× Precision×Recall
Presision+Recall

(11)

Precision shows the probability that a detected forgery is truly
a forgery, Recall indicates the probability that a forged video is
detected, and F1 score combines precision and recall in a single
value.

Comparison of Detection Results
To the best of our knowledge, there are only two recent ap-

proaches [21] and [22] that detect object-based video forgery. We
can only compare our approach with [21] since the experiments in
[22] are not convincing due to the conflicts of their classification
measurements and the overfitting of their classifier as discussed in
Section III.A and IV.B in their paper, respectively. The selected
approach along with our approach are implemented on a machine
with an Intel Core i7 with 8-GB RAM.

Results on the Data Set
The experimental results are shown in Table 1 that summa-

rizes the Precision, Recall, and F1 score using our approach and
approach [21] for three different video sets. We observe that
our approach achieves the best performance on uncompressed
video sets. Then its performance slightly decreases throughout
compressed and low-resolution video sets, but it outperforms ap-
proach [21] throughout all the video sets. We conclude that our
approach is more robust against compressed and lower resolution
videos

An example of an estimation of a removed object movement
for a video is shown in Fig.5. Our approach can estimate the
movement even though a video is compressed or has lower reso-
lution since our approach applies the spatiotemporal filter that can
detect different sizes of removed objects.

Conclusion
In this paper, object-based video forgery is investigated and

we have proposed an approach based on sequential analysis. Fur-
thermore, we have shown that the proposed approach can estimate
a movement of different sizes of removed objects using spatial de-
composition and it can detect temporal changes that are nearly in-
visible using sequential analysis. Results show that our approach
not only outperforms the other approach in terms of Precision,
Recall, and F1 score but it is also more robust against compressed
and lower resolution videos. Our further research will focus on
improving the detection speed of the proposed approach since se-
quential analysis stage is computationally expensive.
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