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Abstract

The accuracy of face recognition systems is significantly af-
fected by the quality of face sample images. There are many exist-
ing no-reference image quality metrics (IQMs) that are able to as-
sess natural image quality by taking into account similar image-
based quality attributes. Previous study showed that IQMs can
assess face sample quality according to the biometric system per-
formance. In addition, re-training an IQM can improve its per-
formance for face biometric images. However, only one database
was used in the previous study, and it contains only image-based
distortions. In this paper, we propose to extend the previous
study by use multiple face database including FERET color face
database, and apply multiple setups for the re-training process
in order to investigate how the re-training process affect the per-
formance of no-reference image quality metric for face biometric
images. The experimental results show that the performance of
the appropriate IQM can be improved for multiple databases, and
different re-training setups can influence the IQM’s performance.

Introduction

The face has become one of the most common and successful
modalities for biometric recognition in the past decade [1]. How-
ever, face recognition is still a challenging issue when degraded
face images are acquired. It has been proven that face sample
quality has significant impact on accuracy of biometric recogni-
tion [2]. Low sample quality is a main reason for matching errors
in biometric systems and may be the main weakness of some ap-
plications. Biometric image quality assessment approaches are
used for measuring image quality and they may help to improve
system performance. There are many existing IQMs that have
been developed for the evaluation of natural image’s quality [3].
According to the properties of face biometric images, only no-
reference IQMs might be suitable for the assessment of face im-
age quality. A previous study evaluated 13 no-reference IQMs
by using a specific face database which contain only image-based
distortions [4, 5]. The results from this study showed that one
of the selected IQMs can assess face image quality according to
the biometric system performance. In addition, the performance
of this IQM can be improved by using high quality face images
to re-train it [4, 5]. However, only one database was used in this
study and there is only one re-training setup. Therefore, we pro-
pose to extend the experiments in [4, 5]: 1) use both high quality
face and iris images for the re-training process, 2) use FERET
color database [6] to conduct the experiments by using multiple
re-training setups. From the results of extended experiments we
can know 1) if different biometric modalities can affect the re-
trained IQM, 2) whether the no-reference IQM can assess face
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quality from commonly used database and the performance of the
IQM can be improved by re-training it. The structure of the pa-
per is described as follows. We first present related works. Then
the experimental setup followed by the experimental results, and
then, their analysis are given. At last, the conclusion and future
work are presented.

Related work

The existing no-reference IQMs can be grouped into two cat-
egories: distortion-specific IQMs and generalized IQMs. Differ-
ent IQMs can be used for different purposes. Distortion-specific
IQMs are designed for specific distortions, so they can performa
well on certain distortions. On the other hand, generalized IQMs
can assess different types of distortions; however, they may not
perform as good as distortion-specific IQMs for a certain dis-
tortion. Moreover, some of IQMs are natural scene statistics
(NSS)-based metrics which have been trained on image databases.
Such IQMs can have better performance on images that similar to
trained dataset, and vice versa.

There are several existing studies using no-reference IQMs
to assess face sample quality. Abaza et al. [7] evaluated no-
reference IQMs that can measure image quality factors in the con-
text of face recognition. Then they proposed a face image qual-
ity index that combines multiple quality measures. Dutta et al.
[8] proposed a data-driven model to predict the performance of
a face recognition system based on image quality features. They
modeled the relationship between image-based quality features
and recognition performance measures using a probability density
function. Hua et al. [9] investigated the impact of out-of-focus
blur on face recognition performance. Fiche et al. [10] introduced
a blurred face recognition algorithm guided by a no-reference blur
metric. From these studies we can see that no-reference IQMs
can be helpful to assess the quality of face samples. The ob-
served performance is comparable to some metrics proposed in
face ISO/IEC standard [11], which are designed specifically for
face modality. Based on these studies, Liu ef al. [4, 5] evaluated
the performance of 13 no-reference IQMs on face biometric im-
ages. They discovered that the performance of one IQM can be
improved by re-training it on face images instead of natural im-
ages. However, there was one re-training setup in this study, and
only one database was used for evaluation. Thus, in order to better
investigate 1) how the re-training setups affect the performance of
such IQM, and 2) whether the performance can be improved when
using other databases, we propose to extend their experiment in
this paper.
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Experimental setup

In this paper, we use two face databases. The first one is
the face image database named *GC2—multi-modality biometric
image quality database’, which was used in [4]. This database
has three biometric modalities: contactless fingerprint, VW iris,
and face. Three cameras are used for the acquisition: 1) a Lytro
first generation Light Field Camera (LFC) (11 Megapixels), 2)
a Google Nexus 5 embedded cam- era (8 Megapixels), and 3)
a Canon D700 with Canon EF 100mm f/2.8L Macro Lens (18
Megapixels). 50 subjects participated in the acquisition. For the
face modality, 2250 raw face images are obtained in the database.
In addition, different types of image-based degradations are intro-
duced in the database. Each face image is degraded into five dis-
tortion levels (one to five, from little degraded to highly degraded)
for eight degradations [4, 5, 12]: high and low contrast distortions,
motion blur, Gaussian blur, high and low luminance distortions,
Poisson noise, and JPEG compression artifacts. Including the de-
graded sample images, there are 92250 face images. In addition
to the GC? database, we use another face database: FERET color
face database [13]. It has 269 subjects and there are two acquisi-
tion sessions for most of subjects. For each session, 11 different
sample images were acquired which contain different face angles
and expressions.

One no-reference IQM, ILNIQE?2 [14], was evaluated as the
best performed metric from 15 selected IQMs in [4, 5]. After
re-trained it on high quality face images, its performance can be
improved when assessing face quality for GC? database. In this
paper, we extend this experiment to re-train ILNIQE2 on both
high quality face and iris images. Moreover, we evaluate the per-
formance of ILNIQE2 on FERET face database, and then re-train
it on 1) high quality face images, 2) both high quality face and iris
images. By analyzing the experimental results mentioned above,
we can understand how re-training process affect the performance
of no-reference image quality metric for face images.

The open source face recognition system use in this paper is
The PhD (Pretty helpful Development functions for) face recog-
nition toolbox’ [15], which is a collection of Matlab functions
and scripts for face recognition. The toolbox was produced as a
byproduct of Struc and Pavesi¢’s [16] research work and is freely
available for downloading.

An IQM is useful if it can at least give an ordered indica-
tion of an eventual performance [17]. Rank-ordered detection er-
ror trade-off (DET) characteristics curve is one of the most com-
monly used and widely understood method used to evaluate the
performance of quality assessment approaches. The DET curve
used here plots false none match rate (FNMR) versus false match
rate (FMR). Grother and Tabassi [17] proposed to use quality-
bin-based approaches to evaluate the image quality assessment
methods. They believe if a certain percentage of low quality sam-
ples are excluded from the dataset, the comparison score would
become ?better? (closer to 1 in our case) and the equal error rate
(EER) (when FMR and FNMR are equal) would decrease. We
use it as one of the methods to represent the performance of IL-
NIQE2. We omit the percentile low quality samples and keep
80%, 60%, and 40% of highest quality samples from each subject
for ILNIQE?2 to evaluate its performance [18].
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Figure 1. DET curves with EER for comparison score with and without
omitting low quality samples.

Experimental results

Extended experiments using GC? database

Instead of using only face image to re-train ILNIQE2, here
we use both face and iris images re-training ILNIQE?2 to investi-
gate if biometric modality can influence the re-training process.
The DET curves with EER for data with and without omitting
low quality face samples from GC? database for reflex cameras
by using ILNIQE2 are given in Fig. 1. Here we only illustrate
the results from reflex camera as examples in this paper. The red
continuous line represents the original DET curve; the magenta ’-
-” line represents the DET curve when we keep 80% highest qual-
ity face samples; the blue *:” line represents the comparison score
when we keep 60% highest quality face samples; and the green
’-. line represents the comparison score when we keep only 40%
highest quality face samples in the database for the experiment. If
a DET curve is closer to the bottom-left point, it means that this
set of data lead to a higher face recognition performance. Mean-
while, the lower EER value the better system performance. From
Fig. 1 we can see that, DET curves shift closer to bottom-left
point when we keep 80%, 60%, and 40% highest quality sam-
ples by using the assessment results from re-trained ILNIQE2 to
omit low quality samples taken by reflex camera. EER values also
decrease when more and more low quality face samples are omit-
ted. It means that by using both face and iris image to re-train
ILNIQE?2, its performance is improved.

In order to compare the performance of re-trained ILNIQE2
between the setup in [4, 5] and in this paper, we use EER values
by omitting lowest quality face sample one by one until only one
highest quality face sample is left from each subject as an indi-
cator. The comparison of the change of EER values between two
setups is illustrated in Fig. 2. The x-axis in Fig. 2 represents the
percentage of kept high quality face samples. The blue line repre-
sents the re-trained ILNIQE2 by using only face images, and the
red line represents the re-trained ILNIQE2 using both face and iris
images. The y-axis represents the EER value. If the EER value
has a smooth decreasing tendency when we omit lowest quality
samples one by one, it means that the metric used for generat-
ing the quality scores can predict the face recognition algorithm
well, which represents the high performance of such IQM. From
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Figure 2. Comparison of EER by omitting lowest quality sample one by one
using re-trained ILNIQEZ for each subject between the two setups.

Fig. 2 we can see that, the performance of re-trained ILNIQE2
by using face and iris images is better before 60% of high quality
samples are still kept in the database. However, After half of the
lowest quality face images are omitted, the EER becomes 0 for
the blue line. The red line has a increasing at the end. It means
that the overall performance of re-trained ILNIQE2 using face and
iris is not as good as when only use face images for re-training.
In another words, adding iris images for re-training process, the
performance of the IQM can be decreased at some point.

Experiments using FERET database

As introduced previously, we now use FERET color database
to evaluate the performance of ILNIQE2 with and without re-
training. The training datasets are 1) face images from GC?
database, and 2) face and iris images from GC2 database. We
present in Fig. 3 the DET curves with EER for data with and
without omitting low quality face samples from FERET color face
database for reflex camera by using ILNIQE2. Fig. 3 (a) repre-
sents the result from original ILNIQE2, (b) represents the result
from re-trained ILNIQE?2 using face images, and (c) represents
the result from re-trained ILNIQE?2 using both face and iris im-
ages. From Fig. 3 we can see that, the ILNIQE2 under three se-
tups can all assess face images quality because DET curves shift
to the bottom-left point and EER values decrease, except omit-
ting 20% lowest quality sample for ILNIQE2 without re-training.
Both setups for re-training process can improve the performance
of ILNIQE2 because when more and more low quality samples
are omitted from the database, EER values in Fig. 3 (b) and (c)
are always lower than (a). If we compare EER values in Fig. 3 (b)
and (c) we can find out the performance of re-trained ILNIQE2
using face images is better at 80% and 60% percentage of kept
high quality face samples.

We illustrate EER values by omitting lowest quality face
sample one by one until only one highest quality face sample is
left from each subject from three setups in Fig. 4. The observa-
tion from Fig. 4 is similar to the findings in Fig. 3. The re-trained
ILNIQE2 using only face images has the overall better perfor-
mance. The performance of re-trained ILNIQE2 using both face
and iris images has better performance than the original one, but
becomes worse when only 40% of high quality samples are left in

IS&T Infernational Symposium on Electronic Imaging 2019
Media Watermarking, Security, and Forensics 80 9

—Ori,EER=0.0026
|  -%80,EER=0.0034
= i ~%60,EER=0.0014
%40,EER=0.0013

FMR

(a) Original

—Ori,EER=0.0026
-%80,EER=0.0012
~%60,EER=0.0010

%40,EER=0.0009

FMR

(b) Face

| -Ori,[EER=0.0026

_ 2i - %80,EER=0.0017
| ~%60,EER=0.0011

%40,EER=0.0009

0O 0.01 0.02
FMR

(c) Face + iris
Figure 3. DET curves with EER for comparison score with and without

omitting low quality samples for ILNIQE2: (a) original, (b) re-trained using
face images, and (c) re-trained using both face and iris images.
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Figure 4. Comparison of EER by omitting lowest quality sample one by one using re-trained ILNIQEZ for each subject between the three setups.
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Figure 5. Quality score.

the database. In addition, EER values from three setups are very
similar between 70% and 45% of high quality samples are left in
the database.

In order to discover why the performance of re-trained
ILNIQE2 decreased when adding iris images into the training
dataset, we use original ILNIQE?2 to assess the quality of face
and iris images from the training dataset separately. The distribu-
tion of the quality scores are given in Fig. 5. The higher quality
score represent higher image quality. As we can see from Fig.
5, the mean of the quality score for iris images is 36.3, which is
higher than the mean score for face images. The distribution of
the quality scores for iris images is also wider than face images.
Therefore, when we included iris together with face images in the
training dataset, the performance of re-trained ILNIQE2 has been
affected. Because there are more high quality images (from iris
images) were used for re-training, some of the high quality face
images were recognized as low quality samples, so the perfor-
mance of re-trained ILNIQE2 has been decreased.
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Conclusion and future work

In this paper, we extend the experiment from a previous
study and conduct new experiments to investigate how different
re-training setups affect the performance of no-reference image
quality metric for face images. Both face and iris images are used
for the re-training process. From the experimental results we can
find out that, the quality of training dataset can affect the perfor-
mance of ILNIQE2 on face biometric images. It could be inter-
ested to apply the same protocol for the evaluation of no-reference
IQMs on iris biometric images.
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