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Abstract
This paper presents a novel approach for a position verifica-

tion system in medical applications. By replacing the already ex-

isting cross line laser projectors with galvo- or MEMS-based pro-

jectors and utilizing the surveillance cameras, a self-calibration

of the system is performed and surface acquisition for positioning

verification is demonstrated. The functionality is shown by ana-

lyzing the radii of calibration spheres and determining the quality

of the captured surface with respect to a reference model. The

paper focuses on the demonstration with one pair of camera and

projector but can also be extended to a multi-camera-projector

system, as present in treatment rooms. Compared to other sys-

tems, this approach does not need external hardware and is thus

space and cost efficient.

Introduction
Nowadays, a wide range of medical applications demand ac-

curate patient positioning for a successful treatment. While the

positioning for X-ray imaging allows tolerances of several mil-

limeters since typically rather big areas are imaged, the required

accuracy for CT-imaging and especially classical radiation ther-

apy, Volumetric Arc Therapy (VMAT), Intensity-Modulated Ra-

diation Therapy (IMRT) and 3D Conformal Radiation Therapy

(3D CRT) for cancer treatment is much higher. The goal of radi-

ation therapy is to damage the cancer cells as much as possible,

while keeping the amount of radiation within the surrounding tis-

sue to an absolute minimum. The de facto standard procedure for

patient positioning in radiation therapy is as follows: An initial

CT scan is performed to gather anatomical data for the treatment.

Here, markers are placed on the patients skin, which are later used

to align the patient with the orthogonal line lasers in the treatment

room. In a previous step, those line lasers are calibrated to directly

intersect in the linear accelerators (linacs) ”isocenter”, the point

where the beams of the rotating linac intercept and therefore the

radiation intensity is at its peak. The calibration of the isocenter is

done performing the Winston-Lutz test. Once the isocenter is cal-

ibrated and the patient aligned, the treatment is started. Typically,

the initial CT scans outcome is used for several radiation ther-

apy sessions, so are the markers. Fig. 1 shows a typical treatment

room with patient couch, gantry, red room lasers for positioning

and a test phantom. The importance of precise patient positioning

and the potential of optical surface imaging technologies for both

positioning and respiratory gating is becoming more and more

clear and was recently confirmed and discussed by publications

such as [1], [2] and [3].

This paper provides a new method of verifying the patients

Figure 1. Radiation-therapy room with gantry and positioning lasers (red)

position with respect to the linacs isocenter. A typical treatment

room already consists of multiple cameras for surveillance and

line lasers for calibration, isocenter visualization and patient po-

sitioning. By replacing those static line lasers with galvo- or

MEMS-based laser projectors and combining the laser projectors

with the cameras to active stereo systems, multiple applications

are imaginable, while the main functionality of positioning the

patient manually with respect to the laser crosses and thus, the

isocenter, is still provided:

1. The extrinsic calibration of the system is performed auto-

matically, making the handling easy and self-verifying.

2. The patient’s position is acquired by scanning the surface

using a shape reconstruction method based on light section-

ing.

3. The position can then be matched to the data from the CT-

scan, giving a translation vector for shifting the position of

the patient by adjusting the treatment bench.

4. Additionally, respiratory gating can be performed to in-

crease the efficiency of the therapy and thus, protecting the

surrounding tissue during treatment.

Since no CT-scan data or with the Winston-Lutz test aligned set of

projectors was present and respiratory gating is still considered to

be future work, this paper focuses on the first two applications and

demonstrates the functionality by means of a test setup consisting

of one camera-projector-pair.

Although the proposed self-calibrating projector-camera

setup is applicable for shape acquisition in general when used as

a laser-line based structured light system, this paper only focuses
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on surface reconstruction in medical applications and a possible

combination with respiratory gating. While the previously de-

scribed manual alignment of patient and isocenter is still widely

used, there are already products commercially available, which

offer surface guidance prior to and during radiation therapy. The

AlignRT system by visionrt [4] uses proprietary 3D stereo cam-

eras and a speckle projector (similar to the Microsoft Kinect) in

one housing to recover shape and track the surface to automati-

cally stop the radiation, when the patients motion exceeds certain

thresholds. Two of those housings are mounted beneath the wall

at a specified angle or are directly attached to the gantry to en-

sure that the patient is always monitored, even when the gantry

is moving. Surface acquisition and position is performed with

sub millimeter accuracy. Catalyst HD by the Swedish company

C-RAD [5] is another surface guided radiation therapy solution

for patient tracking before and during treatment. Consisting of

three housings, each with one camera and one projector, mounted

on the wall to ensure complete coverage, stereo imaging using

triangulation and a non-rigid algorithm are used to monitor the

patient and project a color map into the scene to call the atten-

tion on possible misplacements. Again, sub millimeter accuracy

is guaranteed.

A laser-based system is the Anzai Medical AZ-733VI [6],

which is an extension to the Anzai Sensor Belt, a pneumatic so-

lution for respiratory gating. A single point is projected onto the

skin of the patient and tracked to account for breathing. While

Anzais pressure-sensitive belt is one of the commonly used tools

for gating, it is not clear if the laser-based system is actively used

in medical treatment for cancer.

While especially AlignRT and Catalyst HD provide good

guidance and assistance throughout the whole treatment, all sys-

tems require additional hardware and enough space to mount

them. This is where the proposed solution in this paper comes

into play, since it does not need additional hardware or mount-

ing space but works with slightly modified cross laser projectors

and the already available cameras. Although both systems use a

principle similar to our approach, different utilizations of stereo

are present. While AlignRT uses dual-camera based stereo and a

speckle projector for surface reconstruction and respiratory gat-

ing, Catalyst HD uses an active stereo system consisting of only

one camera and a projector. This is more similar to our camera-

laser projector-based system, while still having the need of addi-

tional hardware and mounting space, since the traditional cross

lasers mentioned earlier are still needed.

Since one of the key aspects of the proposed system is the

fact that it is self-calibrating, a short overview on existing self-

calibration techniques for structured light systems is given in the

following. Calibration of structured light systems is essential for

an accurate 3D reconstruction of the scene. The process typi-

cally involves either separate or combined calibration of intrin-

sic parameters for both camera and projector as well as extrinsic

parameters. Those procedures are typically long and need to be

repeated every time the physical configuration of the system is

changed. A self-calibration process for structured light systems

was proposed by Furukawa and Kawasaki [7]. The setup con-

sists of a calibrated camera and an uncalibrated video projector

and uses uncalibrated stereo for the reconstruction. An additional

laser pointer is attached to the projector to determine the scal-

ing parameters. Correspondences between the projection and the

image are determined for multiple positions of either a moving

camera or a moving projector, resulting in a multi-image 3D re-

construction.

Another method proposed by Aliga and Xu uses uncali-

brated projectors and cameras to generate a multi-view 3D point

cloud based on a photo-geometric approach [8]. First, an uncali-

brated photometric stereo procedure using the projectors as a dif-

fuse light source is performed, then a geometric modelling using

the previously estimated surface, approximate lightning directions

and reprojection equations is applied for self-calibration. Further-

more, the poses of the projectors with respect to the objects center

are initialized based on a uniformly-distributed subset of object

points and optimized in a second step. The estimated poses are

used for scale recovery. Finally, both reconstructions are com-

bined using the high resolution of the photometric solution and

the precise shape of the geometric solution.

Also worth mentioning are self-calibration techniques for

laser line scanning. Winkelbach et al. proposed a self-calibration

method for a hand-held laser line projector by placing the object

in front of a corner with two known planes [9]. The system be-

came popular as the Davidscanner and was acquired by Hewlett-

Packard.

Furukawa and Kawasaki presented a method for self-

calibration of a hand-held laser line projector and a fixed cam-

era without any constraints to the geometry of the scene [10].

However, a laser line projector with a known metric configura-

tion such as known angels between the planes is required in order

to perform a 3D reconstruction. The latter approach is utilized

and modified for the present system in this work and introduced

later.

Methodology
To demonstrate the general functionality, a hardware setup

as shown in Fig. is used. The laser projector LP-HFD2 [11] of

the company Z-Laser and the IDS UI-5270CP Rev. 2 [12] are

mounted as an active stereo system with a distance between 2 m

and 3 m to the scene. The camera has a 1/1.8 ” CMOS sensor

with 3.17 MP at a resolution of 2056x1542 with global shutter.

The maximum shutter speed is 36 fps at full resolution. A Fu-

jinon lens with a fixed focal length of 16 mm at an aperture of

f5.6 is used. The projector uses a 7 mW fiber coupled green laser

source and is designed for 2D and 3D projection as well as CAD

drawings into a scene. It has an operating distance of 0.5 to 7 m

and an accuracy of 0.25 mm/m related to the projection distance.

The maximum projection frequency, depending on the projected

scene, is given as 50 Hz. Several projectors can be used as a multi-

projection system. Both devices are connected to a workstation

(Intel Core i7-7820X, 64 GB RAM) via Gigabit Ethernet. To en-

sure time synchronization, the laser projectors trigger output is

directly connected to the camera’s trigger input.

The method applied for calibration and reconstruction is

based on the self-calibration approach introduced by Furukawa

and Kawasaki [10]. Although the original paper was written for

a system consisting of a fixed camera and a hand-held cross-line

laser projector which is moved through the scene, the methodol-

ogy here is adapted for a system where both camera and projector

are fixed. The movement is simulated by projecting randomized

laser crosses all over the scene. To solve the problem of recov-

ering scale from the scene, two possibilities were feasible. One

353-2
IS&T International Symposium on Electronic Imaging 2019

Photography, Mobile, and Immersive Imaging 2019



Figure 2. Experimental Setup, Left: 1: Industrial Camera, 2: Industrial Laserprojector, 3: Calibration Scene, Right: Schematic Setup with Laser Cross and

Trigger Connection.

Figure 3. Cross line laser projection as seen from a camera. Note, that

both lines are projected consecutively and then merged to a cross during

processing.

could use additional hardware such as a laser pointer attached and

calibrated to the projector to get scaling from the relation between

the two devices as used by Furukawa and Kawasaki in [7], or geo-

metric figures of known shape could be introduced into the scene,

hence providing additional constraints to recover scale. For this

work, the latter approach was used. Calibration spheres for laser

applications have an optimal reflective surface, are inexpensive

and flexible with respect to positioning within the scene while

also providing the necessary depth in structure needed for the ap-

proach. Also, no additional hardware is needed, which is a key

point of this work, and no separate calibration step between the

projector and the additional hardware is needed. Since the LP-

HFD2 projector uses a class 2M green laser diode, both cross seg-

ments are projected consecutively to simplify the line extraction

and further algorithmic processing. Once the grid of projected

lines is reconstructed and thus, the system calibrated up to scale,

Figure 4. Sample scene with six calibration spheres. Phantoms are added

for texture and variation.

reference spheres within the scene are detected and used for scal-

ing. All plane equations determined this way can later be used

to scan any arbitrary scene. A cross laser line projection as seen

from a camera on a phantom is shown in Fig. 3.

This work demonstrates our approach only for a pair of cam-

era and projector, it is however easily extendable to a multi-

projector-camera system, as present in typical treatment rooms.

The Winston-Lutz test calibrates the position of the isocenter of

the linac and makes sure, that all cross-lasers are intersecting

in the isocenter, hence making it visible. Since the position of

the isocenter with respect to the linac and the laser projectors is

known afterwards, the calibration performed in this work can be

easily transformed into the linacs coordinate system. When cali-

brating more than one projector, using the linacs coordinate sys-

tem as a reference provides the necessary information needed to

combine everything into a multi-projector-camera system.
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Before introducing the necessary theoretical background and

describing our experiments, we are giving an overview of how,

step by step, our experimental setup is used.

Camera Model
To model the physical properties of the camera, the well-

known pinhole model is utilized. This gives a transformation

from three-dimensional world coordinates (X ,Y,Z) into two-

dimensional image coordinates (u,v), following

(X ,Y,Z)T 7→

(

fuX

Z
+u0,

fvY

Z
+v0

)T

= (u,v)T , (1)

where fu and fv are the cameras focal length parameters in the

u and v direction and u0 and v0 as the cameras principle point.

Additionally, radial (ki) and tangential (pi) distortion parameters

are introduced as

x̂ = x(1+k1r2 +k2r4 +k3r6)+

[

2p1xy+ p2(r
2 +2x2)

p1(r
2 +2y2)+2p2xy

]

(2)

with r =
√

x2 +y2 as the distance of the point from the princi-

pal point and x as the distorted normalized point coordinates, to

account for design imperfections and physical limitations. The

camera is calibrated using Zhangs method [13].

Line Extraction
As previously described, the laser lines are projected in an ar-

bitrary manner across the scene, with two consecutive lines form-

ing one cross. Since the system is still uncalibrated and neither

position nor orientation of the lines are known, simple line de-

tectors such as peak detection along horizontal or vertical image

direction are not applicable. To this end, Stegers line algorithm

is used [14]. It must be noted, that the illumination during image

capture needs to be as constant as possible, which is feasible to

assume in a typical treatment room. To make the projected lines

in the images more visible, an initially taken background image is

subtracted from all acquired images.

The general idea of this algorithm is to detect lines, which

have a characteristic 1D profile perpendicular to their direction,

such as parabolic or Gaussian. Such profiles typically vanish for

their first directional derivative and have a large absolute value

for their second directional derivative. The direction of the line

locally for each point is then computed by convolving the image

I with the discrete two-dimensional Gaussian partial derivative

kernels. The eigenvectors and values of the Hessian matrix

H(x,y) =





∂ 2gσ (x,y)
∂ x2

∂ 2gσ (x,y)
∂ x∂ y

∂ 2gσ (x,y)
∂ x∂ y

∂ 2gσ (x,y)
∂ y2



∗ I(x,y) =

(

rxx rxy

rxy ryy

)

(3)

are calculated, where rxx,rxy and ryy are the second partial deriva-

tives. The direction perpendicular to the line n = (nx,ny) with

‖(nx,ny)‖2 = 1 is then the eigenvector corresponding to the

biggest eigenvalue. To determine whether the first directional

derivative along (nx,ny) vanishes, a quadratic polynomial is used.

The location of this point P along n is determined using a Taylor

expansion, where the maximum or minimum is given by

(px, py) = (tnx, tny) (4)

with

t =−
rxnx + ryny

rbxxn2
x +2rxynxny + ryyn2

y

(5)

where rx and ry are the first partial derivatives. In order to be

a point on the line and lie within the boundaries of a pixel,

(px, py) ∈ [−0.5,0.5]× [−0.5,0.5] must hold. The point is de-

termined with sub-pixel accuracy and is only valid, if the value of

the maximum absolute eigenvalue is above a threshold, character-

izing salient lines.

All identified points are then linked to line segments using

the individual line directions and two thresholds for the second

derivative for smoothing the final result and removing outliers.

The directed search is described in more detail in [14] and will

not be further described here.

Plane Parameter Estimation
This section introduces the plane parameter estimation of the

uncalibrated system by Furukawa and Kawasaki [7]. Other than

in the original paper, both the camera and the laser projector are

fixed. Starting with a single laser line, it’s plane (or curve) π can

be represented as

π : aX +bY +cZ +1 = 0. (6)

Using the projective pinhole camera model from (1) and rearrang-

ing the terms yields

π : a

(

x−u0

fu

)

+b

(

y−v0

fy

)

+c =−
1

Z
. (7)

Therefore, with known plane parameters (a,b,c)T , the camera in-

trinsics matrix and the 2D coordinate (x,y)T , the corresponding

3D point can easily be calculated using ray intersection as

Z =−
1

a
(

x−u0

fu

)

+b
(

y−v0

fy

)

+c

X = Z
x−u0

fu
(8)

Y = Z
y−v0

fv
,

with the Z coordinate negative, since the Z-axis is assumed to be

directed backwards from the camera.

For two curves πi and π j with the intersection point

(xi j,yi j)
T , combining the respective (7) as

−
1

Z
= ai

(

xi j −u0

fu

)

+bi

(

yi j −v0

fy

)

+ci =

−
1

Z
= a j

(

xi j −u0

fu

)

+b j

(

yi j −v0

fy

)

+c j (9)

yields

(ai−a j)

(

xi j −u0

fu

)

+(bi−b j)

(

yi j −v0

fy

)

+(ci−c j)= 0. (10)

(10) is homogeneous and contains the differences of the plane

parameters. Therefore, both set of plane parameters have the same
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indeterminacies, a scalar s and an offset vector ooo. Two equations

can be found as

aaaiii = (ai,bi,ci)
T = s(a′i,b

′
i,c

′
i)

T +ooo and

aaa jjj = (a j,b j,c j)
T = s(a′j,b

′
j,c

′
j)

T +ooo, (11)

where aaa′′′iii = (a′i,b
′
i,c

′
i)

T and aaa′′′jjj = (a′j,b
′
j,c

′
j)

T are solutions for aaaiii

and aaa jjj up to scale. Given N curves with M intersections, all equa-

tions such as (11) are combined in a homogeneous linear system

as

Lppp = 0 (12)

with the 3N-dimensional vector

ppp = sAAA+OOO, (13)

where AAA = (aaa′′′111, . . . ,aaa
′′′
NNN) and O = (ooo, . . . ,ooo) as in (11), and the

M ×3N matrix L containing (±xi j −u0/ fu), (±yi j − v0/ fv) and

(±1) at the appropriate positions to form the corresponding ho-

mogeneous linear equations as (10). The solution for pppiii (0 ≤ i ≤
N) is found as

pppiii = s(a′i,b
′
i,c

′
i)+ooo (14)

having 4-DOF indeterminacy with a scalar s and an offset vec-

tor ooo, if the system is solvable and has no degenerate conditions

(≥ 4-DOF indeterminacy, i.e. if all intersections for one curve

a collinear) and is called projective solution. A trivial solution

for ppp is obviously the zero vector, so the system (12) is solved

using Singular Value Decomposition (SVD) under the constraint

‖ppp‖ = 1. It is worth mentioning, that the 4-DOF indeterminacy

of this general solution can be described as a 4 parameter homog-

raphy, that transforms the 3D points and plane parameters.

To estimate the plane parameters up to scale, a metric con-

straint needs to be obtained. Since always pairs of two consecu-

tive laser planes are projected perpendicular to each other, orthog-

onality is present. Given a set of pairs of orthogonal planes, an er-

ror function for each pair i, j from the set of all Cv =(i j)|(πi ⊥ π j)
is defined as

E(ooo) = ∑
(i j)∈Cv

cos2 θi j(ooo)

= ∑
(i j)∈Cv

N(ai,bi,ci,ooo)
T N(a j,b j,c j,ooo)

2
, (15)

where θi j is the angle between the two planes and N(·) is the nor-

mal of the plane computed using plane parameters and the offset

vector. A vector ôoo is found using non-linear optimization, which

minimizes the error function as

ôoo = argmin
ooo

E(ooo). (16)

This solution is called metric solution and calibrates the system

up to scale.

Scaling the Point Cloud
To recover scale, a metric constraint needs to be obtained.

This is done by introducing test specimen with a known size into

Figure 5. Segmentation of Point Cloud, detected spheres are colored in

red.

the scene. For this purpose, laser scanning reference spheres with

a diameter of 145 mm are used. They are precisely manufactured

and coated with an optimal reflective paint for laser scanning ap-

plications. Between three and five of those reference spheres are

randomly placed in the scene. After the reconstruction of the point

cloud up to scale, the following steps are performed. A k-d tree

representation of the input data is created to speed up the process-

ing. Downsampling is performed according to the point cloud

dimensions. Next, an Euclidean Cluster Extraction is used for

segmentation. Finally, for all found segments, a sphere model is

fitted with RANSAC and the radii are determined.

By comparing the determined radii and knowing the number

of spheres in the scene, non-sphere segments are marked as out-

liers. A segment is considered as an actual sphere, if the RMS of

the fitting is less than 1 and the difference to all other sphere radii

is not bigger than 5 %. Finally, all identified sphere radii are av-

eraged and the relation to the real sphere radius of 72.5 mm gives

the final scale factor. To be able to use for all steps the same em-

pirically determined parameters despite the varying scale, down-

sampling is performed according to the extent of the point cloud.

Fig. 5 shows a sample point cloud with all detected segments. For

scaling and segmentation, the PCL framework [15] is used.

Experiments
Sphere Detection and Scaling

To determine the performance of the self calibration with

scaling, two sample scene similar to Fig. 4 are set up. Three

and six calibration spheres (r = 72.5mm) are randomly placed

inside the scenes. For each scene, ten consecutive scans with 300

lines (=150 randomized crosses) and 600 lines (=300 randomized

cross) for the scene with three and six spheres, respectively, are

projected and automatic scaling is performed. Camera shutter

speed is set to 39.74 ms. Finally, the scaled point cloud is again

used to fit virtual spheres in the reconstructed data to obtain the

scaled radii of the calibration spheres. The overall procedure took

around 40 s for 150 crosses and 85 s for 300 lines for projection,

line extraction, self-calibration and scaling.

Fig. 6 shows box plots of the determined radii per scan. From

both plots it is visible, that most scans result in a mean sphere ra-

dius which is centered around the reference radius ±0.5 mm. The
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range, where the radii vary within, goes from around 1.5 mm in

scan number 6 up to 5.5 mm in scan number 3 (Fig. 6, top). Nat-

urally, a small difference from the biggest to the smallest deter-

mined radius as well as a centering around the reference radius is

desired. From both plots it is also clear, that there is no clear vis-

ible scheme for the outcome of the determined radii which could

be caused by systematic errors. Although box plots themselves

do not give any information which could lead to the exclusion of

systematical errors, since all points are plotted, and no outliers

are visible. Also, the minima and maxima between consecutive

scans do not lie close enough to each other, that a general shift for

one of the spheres can be assumed. Fig. 7 shows box plots of the

determined sphere radii from 10 scans, separate for each sphere.

Again no clear pattern of shift is visible. The plots are done to

test the scaling for repeatability. Especially for spheres number 1,

3 and 4 (Fig. 7, top) the deviation of around 3 mm lies within the

range which is for our system in its current state acceptable, as it

is a deviation of 4.13 % around the ideal radius of 72.5 mms. The

plots show no significant degradation of the results when using six

instead of three spheres. For robustness in practical applications

however a higher number of spheres increases robustness in case

of occlusions.

Considering the occurring offsets in all box plots following

no pattern, two reasons come to mind. First, Fig. 8 shows all

projected and extracted lines with detected intersection marked

green. It is clearly visible, that a high amount of camera pix-

els is not illuminated due to a limited field of view overlap be-

tween camera and projector. This is a result of the fixed base line

compared to a varying base lines from the original proposed self-

calibration paper. As a result, the reconstructed segments of the

reference spheres, which are used for scaling, represent only less

than half of a real sphere. Second, the line distribution on the

sphere segment itself is not uniform (especially visible in Fig. 8,

top left corner). Together, this introduces random errors into the

RANSAC based sphere fitting, which are prone to negatively im-

pact the result.

Shape Acquisition and Verification
The previously determined plane equations are further on

used for shape acquisition. For both calibrated systems with 150

and 300 crosses as introduced in section Sphere Detection and

Scaling, two phantoms are scanned and their surface is recon-

structed. To evaluate the reconstruction, reference scans of the

two test phantoms were acquired using an Ensenso N35 3D Vi-

sion Camera [16] with sub millimeter accuracy. Our reconstruc-

tions are registered with the reference using CloudCompare’s in-

tegrated tools. Additionally, the point to point distance is calcu-

lated. A typical output point cloud of the Ensenso’s reference

scan has around 1 million points compared to between 100000

and 300000 points from the shape acquisition, depending on the

number of crosses used. Fig. 9 shows both acquired point clouds,

colored with the point to point error, left and right respective to

Fig. 6 and Fig. 7. The color map ranges from 0 to 3 mm. As can

be seen, both point clouds contain areas, where the point to point

error is exclusively 3 mm. In those areas, the ground truth scans

do not contain any reference data, hence any errors of 3 mm or

greater are not considered in the following.

From a qualitative analysis, the error distribution within the

point cloud is regular, which makes the reconstruction useful for
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Figure 6. Determined sphere radii per scan for 6 (top) and 3 (bottom)

spheres within the scene. The vertical line marks the actual sphere radius.
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Figure 7. Determined sphere radii per sphere for 6 (top) and 3 (bottom)

spheres within the scene. The vertical line marks the actual sphere radius.
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Figure 8. Image of all extracted lines from a scan. Intersections used for

reconstruction are marked red.

position verification and correction, since the shifting vector be-

tween current and actual position is not affected by inconsisten-

cies within the point cloud. Fig. 10 shows the point to point error

for the left image from Fig. 9 as a histogram. Again, all errors

greater than 3 mm are summarized in one box and not considered.

It is visible, that most of the errors lies below 1.5 mm. The heavily

tailed distribution of the errors gives the conclusion, that multiple

outliers are present. These could either be, as mentioned before,

still point where no ground truth data is available, or be the result

of errors introduced along the processing pipeline starting with

the line extraction. Naturally, in such specific and demanding ar-

eas it is necessary to keep errors as small as possible, on one hand

by improving the integrity of the system in general, but on the

other hand also by raising the thresholds for deciding if a point is

considered to be valid or an outlier.

From this analysis it is feasible to state that, despite the prob-

lems with scaling described in the previous section, the recon-

struction of the surface performs well for a system which is still

work in progress. However, we would like to emphasize again

that we are working on improving the calibration and reconstruc-

tion to achieve the required accuracies in medical processes.

Conclusion
Summarizing the paper, a few key aspects are noteable:

1. The application of the self-calibration methodology intro-

duced by Furukawa and Kawasaki for a static laser projector

was shown.

2. Extending the original approach, a reconstruction with scale

was done using reference spheres within the calibration

scene.

3. The hardware setup used is similar to the already existing

hardware in medical treatment rooms and the methodology

proposed is therefore applicable for shape acquisition and

position verification of patients without the need of an addi-

tional external system.

4. By combining and extending different approaches we

showed that a different approach with readily available hard-

ware for patient positioning is feasible. The demonstration

of the full potential of the system such as the implementa-

tion of respiratory gating is still work in progress.

But needless to say, a lot of work remains to be done. Im-

proving the robustness of the self-calibration with respect to the

repeatability is a key aspect for a productive use. Since the pro-

jector is fixed, only small sections of the reference spheres are

actually visible in both fields of view and shadows are present in

many areas of the scene. A possible solution to this problem is

to use the initially known plane parameters of the projected laser

lines in the projector coordinate system and a initial estimation

of the extrinsics via shape projections other than lines as a start-

ing point for the self-calibration and further refinement. Also,

extending the approach to a multi-camera-projector system could

on the other hand solve the weak coverage problem when illu-

minating the scene from different angles. Finally, the calibration

scene used in this paper is hardly practical. Thus a calibration

pattern needs to be designed, which provides the following key

features. It must have enough metric constraints such as spheres

or cubes of known sizes to allow for robust scaling. Additionally,

it must be applicable for various physical hardware configurations

in different treatment rooms, while minimizing shadows.
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