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Abstract 
With the provision of motion parallax and viewing 

convenience, multi-view autostereoscopic displays have been 

popular in recent years. Obviously, increasing the number of views 

improves the quality of 3D images/videos and produces to better 

motion parallax. The tradeoff is the larger number of view images 

required to generate in real time leading to the need of the huge 

amount of computing resources for the systems. In fact, people often 

focuses on the distinctive objects in a scene. For achieving the same 

level of motion parallax, it can use more views to present distinctive 

objects and less views for the rest. As a result, fewer computing 

resources are required for rendering multi-view images. With 

exploiting this principle, a new multi-view rendering scheme based 

on visual saliency is proposed for the application of 

autostereoscopic displays. The new method uses saliency maps to 

extract distinctive regions with different saliency level in a scene 

and dynamically control the number of views to generate for them. 

Points in the distinctive regions with high saliency use more views, 

while points in the regions with low saliency use less views. By 

controlling the number of views in use for different salient regions, 

the proposed scheme can maintain low computation complexity 

without causing significant degradation in 3D experience. In this 

paper, a 2D+Z format based multi-view rendering system with the 

use of saliency maps is presented to illustrate the feasibility of the 

new scheme. Subjective assessment results demonstrate that the 

saliency map based multi-view system has slight degradation in 3D 

performance compared with true 28-view system and achieves 55% 

reduction in computation complexity.    

Introduction  
Multi-view autostereoscopic displays allow viewers to see 3D 

images without the glasses [1-2]. In addition to the viewing 

convenience, they produce effective depth cues, including stereo 

parallax, movement parallax, accommodation and convergence [3], 

to provide better 3D experience to viewers. By using more views, 

multi-view autostereoscopic displays have larger viewing zones and 

provide more viewers smoother motion parallax. Traditional 

autostereoscopic displays usually have less than 10 views. However, 

in recent years, more and more autostereoscopic displays with tens 

of views appear.  

The images corresponding to different views are usually 

obtained from video camera acquisition [4].  Increasing the number 

of views in multi-view displays significantly increases the amount 

of data to be stored and transmitted in the display systems. To reduce 

the amount of data for transmission and storage, many image-based 

rendering techniques have been developed to use depth maps to 

deduce virtual intermediate views from one or a few images 

captured by cameras, instead of capturing all the view images by 

cameras [5]. Depth map can be obtained by using distance sensors 

or be estimated by using depth generation algorithms. It has been 

widely employed in the 3D industry for doing multi-view rendering. 

For instance, a popular input format for 3DTV called 2D plus depth 

(or 2D+Z) uses a conventional color video and an associated per 

sample depth map [6]. 

In the real world, our visual environment contains much more 

information than we can perceive at once. Our visual attention 

usually unconsciously focuses on the most distinctive regions in a 

scene [7]. In other words, our visual attention guides the movement 

of the eyes, allowing an accurate inspection by the fovea of the 

chosen areas. The salient areas are commonly called Region-of-

Interest in the image processing domain. Saliency maps are widely 

used to measure the visual importance of image pixels and plays 

important roles in many image processing applications [8]. 

Recently, it has been used in 3D rendering to improve the quality of 

experience [7]. 

Inspired by dynamic multi-view autostereoscopy [9], in this 

paper, we propose a novel multi-view rendering scheme for the 

application of autostereoscopic displays, which employs the 

information of saliency map to make a trade-off between 3D quality 

experienced and computational complexity in need. In the new 

scheme, the scene shown in the autostereoscopic display is divided 

into different regions according to the defined saliency levels. 

Different number of view images are generated for different regions. 

Regions with high saliency use more views and regions with low 

saliency uses fewer views. The proposed scheme maintains low 

computational complexity by controlling the number of views in use 

for different salient regions without causing significant degradation 

in the resultant 3D quality. In order to illustrate the feasibility of the 

scheme, a 2D+Z format based multi-view rendering method is 

presented for autostereoscopic displays. 

The rest of the paper is organized as follows. Section II presents 

the method of saliency detection. Section III describes the system 

architecture of saliency map based multi-view rendering for 

autostereoscopic displays with 2D+Z format inputs. Experiment 

results are discussed in Section IV. Finally, the paper is concluded 

in Section V. 

Saliency Detection 
Visual saliency is a fundamental problem in neuroscience, 

psychology, and vision perception [10]. It measures the 

distinctiveness of a region from its neighboring regions. High salient 

regions convey more information than low salient ones. Visual 

saliency relies on four kinds of features for saliency detection [11]: 

local features, global features, visual forms and high-level factors. 

For instance, if a region is distinctive in local features such as 

intensity, color, texture and motion, it is considered as a high salient 

region. For a model of 3D saliency detection, depth factor has a vital 

role. A depth map contains depth information about each pixel of an 

image. The values of saliency are ranged from 0 to 255 in the 

saliency map. 0 denotes the lowest saliency, while 255 denotes the 

highest saliency. 

Referring to the structure of the RGB-Signature algorithm [12], 
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a saliency detection algorithm with the 2D+Z information is 

designed for 3DTV applications, as shown in Fig. 1. The input 2D+Z 

image is decomposed into four channels, including three color 

channels and one depth channel. A saliency map is computed for 

each color channel independently by using the algorithm of graph-

based visual saliency (GBVS) [13]. As a simple bottom-up visual 

saliency model, GBVS is very powerful for making reliable 

predictions on human fixation. The final saliency map is simply the 

average of the four-channel saliency maps. It is necessary to analyze 

the weighting factors for each channel carefully and use the most 

reliable weighting factors in saliency detection. This paper focuses 

on the way to make use of saliency information to implement multi-

view rendering for the application of autostereoscopic displays. In 

this case, we just concern whether a simple saliency detection 

algorithm can help to improve 3D performance of the multi-view 

rendering with the given computation complexity. 

Proposed Method 
We proposed the concept of dynamic multi-view autostereo-

scopy in [9]. According to the concept, the view number for 

autostereoscopic displays can be changeable in different regions. 

The concept is utilized in this paper partly. We partition a scene into 

different regions by using saliency map. For more distinctive 

regions, more view images are used in multi-view rendering. 

The process of saliency map based multi-view rendering for 

autostereoscopic displays with input format 2D+Z is shown in Fig.2. 

The first step in the process flow is pre-processing. It is to resize 

color images, depth maps and saliency maps to the dimension of the 

display screen. Other processing algorithms like color adjustment, 

image filtering and depth enhancement can be handled in this step. 

The second step is saliency partition, wherein the saliency map is 

divided into several regions according to the threshold values 

defined for different saliency ranges and is converted to a leveled 

saliency map with setting every point in each salient region to the 

saliency value defined for the corresponding saliency range. In this 

example, the leveled saliency map is shown in Fig. 2, which consists 

of three regions. The third step is RGB/Z segmentation. Based on 

the leveled saliency map, depth map and RGB image are segmented 

into different regions, corresponding to different salient ranges. The 

regions segmented in depth maps are corresponding to those 

segmented in RGB images. The most salient region for depth map 

and RGB image is shown in Fig. 2. The fourth step is to generate Ň 

images for each region. Here, Ň denotes the view number for a 

certain region, which is different from the denotation N, the view 

number used in conventional multi-view rendering methods. Ň is 

changeable for different salient regions. Different number of views 

are generated for different regions according to the saliency ranges 

they belong. The fifth step is integration, which aims to put the 

image regions together to form N full frame view images. The last 

step is masking. It is to select sub-pixels in one proper view image 

to generate a final multi-view 3D image with the same number of 

viewing zones as the multi-view autostereoscopic display. The main 

blocks in the process will be described further in the followings.   

Saliency Partition   
There are two key problems about saliency partition. One is 

how many regions the saliency map should be partitioned into. 

Another is how to set the ranges for saliency partition. They can 

affect the 3D performance and computational complexity of novel 

multi-view rendering method. The objective of this paper is to prove 

the feasibility of saliency map based multi-view rendering, so we 

just give an example with a simple partition way. 

Based on the defined saliency ranges, the saliency map can be 

partitioned into different regions. As shown in Fig. 2, there are three 

regions partitioned in this example. Tab. 1 shows the three saliency 

ranges in use and the corresponding values after resetting. Resetting 

saliency is the operation to generate a leveled saliency map, which 

 

Figure 1. Saliency detection algorithm for 2D+Z images 

 

Figure 2. Saliency map based multi-view rendering for autostereoscopic display 
with 2D+Z format input  
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is used to segment depth map and RGB image in the next RGB/Z 

segmentation step. 

RGB/Z Segmentation 
Based on the leveled saliency map obtained in saliency 

partition step, depth maps and 2D RGB images are segmented into 

the regions corresponding to different salient ranges. In this 

example, depth map and RGB image are segmented into three 

regions. Fig. 3a-c show the three regions of depth map, while Fig. 

3d-f show the three regions of RGB image corresponding to their 

depth regions.  

View Generation   
View generation is to render view images for different viewing 

zones. In the example shown in Fig 2, the full frame of depth map 

and 2D RGB image are segmented into three regions according to 

their pixel saliency and the defined saliency ranges. We suppose the 

multi-view autostereoscopic display with 28 viewing zones. That 

means N equals to 28. For each region, different numbers of views 

are generated. In this case, they are 7, 14 and 28 for the Region 3, 2 

and 1, respectively. Fig. 4 shows the view distribution for these three 

regions. Given that View 1, 2, …, 28 refer to the views generated 

for a true 28-view system. View 2, 6, 10, 14, 18, 22 and 26 are 

generated for Region 3. View 1, 3, 5, 7, 9, 11, 13, 15, 17, 19, 21, 23, 

25 and 27 are generated for Region 2 and View 1, 2, …, 28 are 

generated for Region 1. In this paper, the system uses conventional 

common depth image-based rendering technique for generating the 

Ň images for each pair of 2D RGB and depth regions. Depth image-

based rendering has been widely employed for multi-view 

rendering. Since it is out of the scope of this paper, it will not be 

described further. At the end, the 28-view images are put together to 

form a full-frame multi-view 3D image by means of masking. 

Experimental Results 
 This section presents the subjective assessment experiments 

for evaluating the 3D performance of saliency map based multi-

view rendering scheme and discusses its results. In the experiments, 

20 2D+Z images are used to compare the performance of the new 

scheme and the true 28-view system. RGB and depth images are 

divided into 3 regions. In view generation, 7, 14 and 28 views are 

used for the regions from low saliency to high saliency. Double-

stimulus continuous quality-scale (DSCQS) method [14] is used to 

assess the subjective quality of 3D multi-view images. In addition, 

the computational complexity of the new method is analyzed. 

Subjective Assessment   
Fifteen persons of ages ranged from twenty to forty-five years 

old participated in the assessment. Amongst them, four have 

experiences about 3D projects. There are totally 20 sets of multi-

view images under test. Each set has two versions of images: one is 

processed by a true 28-view system and the other is processed by 

the new saliency based multi-view method. The order of showing 

the two version images is not fixed in each test set, so that the 

participants would not know which one is processed by the new 

method. Fig. 5 shows the process of DSCQS. At the beginning of 

each test set, there would be a grey image displayed on the display 

to let the participants’ eyes to rest before doing the test. In each test 

set, the two versions of test images are shown one after the other and 

repeats once. All the test images are displayed on a 50-inch 28-view 

lenticular autostereoscopic display.  

Since, the subjective assessment aims at the comparisons of the 

two methods in 3D image quality, the following question is 

designed: 

What is the level of the 3D effect of the image?   

There are five levels from 1 to 5, representing bad, poor, fair, 

good and excellent. The objective of the question is to assess the 3D 

quality of the multi-view autostereoscopic display. 

The mean scores of the test participants rated for the true 28-view 

system and the proposed saliency map based multi-view scheme are 

shown in Fig. 6. The ratings for the new scheme are slightly lower 

than that of the true 28-view system. Basically, the true 28-view 

system should have better performance in nature. However, the 

assessment results show that the new scheme achieves similar level 

of 3D effect as the true 28-view system. 

10 s 10 s 10 s 10 s 10 s

Image 1A Image 1BImage 1B Image 2AImage 1A

3 s 10 s3 s3 s

Voting

One assessment unit
 

Figure 5. The test process of DSCQS 
 

Table 1. Ranges of saliency for saliency partition 

Region Saliency range Saliency after resetting 

1 171~255 255 

2 86~170 128 

3 0~85 0 

 

 

Figure 3. The three regions of depth map and RGB image after RGB/Z 
segmentation 

 
 

 

Figure 4. Distribution of view for 28 viewing zones corresponding to (a) 
Region 1, (b) Region 2 and (c) Region 3 
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Computational Complexity   
The computational complexity of the new scheme is based on 

the depth map of 2D+Z image. In order to determine the relationship 

between computational complexity and region number, we calculate 

the computational complexities for the partitioning of three salient 

regions using the 2D+Z images under test in the last section. The 

computational complexity is defined as below 
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where S denotes the number of 2D+Z images used to average the 

computational complexity, R denotes the region number for dividing 

an image, pn and vn denote the pixel number in each extended region 

and the view number used in each region, respectively. R=1 means 

that the current scheme belongs to conventional 28-view scheme 

and there is no partitioning for all pixels. C1, the computational 

complexity for the method when R=1 is easy to calculate, which is 

equal to 2160x3840x28 for a 4k 28-view display system.      

Based on these denotations, the relative computational 

complexity is derived as CP/C1. Using the relative computational 

complexity, it is easy to determine whether the new scheme can 

reduce the computational complexity compared with the true 28-

view scheme. By considering the 2D+Z images under test and the 

saliency ranges mentioned above, the overall relative computational 

complexity obtained is 44.7%. It is 55% less than that of the true 28-

view system. Tab. 2 lists the average percentages of the pixels and 

computation amounts used in different salient regions. Note that the 

least salient regions contain around 55% pixels (more than half of 

the test image), while the most salient regions contain only 17% 

pixels. However, the computation amounts for the most salient 

regions is greater than that for the least salient regions. The results 

reveal that the saliency map based multi-view rendering scheme can 

save lots of computation resources compared with the conventional 

multi-view rendering scheme. 

Conclusions 
This paper proposes a saliency map based multi-view rendering 

scheme for autostereoscopic display systems. Based on saliency 

maps, 3D scenes shown in the autostereoscopic display are divided 

into different regions according to the defined saliency levels. By 

controlling the number of views used in presenting different regions, 

the proposed scheme can reduce the computational complexity 

without causing significant 3D quality degradation. A 2D+Z based 

multi-view system is presented to illustrate the feasibility to 

implement the proposed scheme. Subjective assessment results 

reveal that the 3D performance of the saliency map based multi-

view scheme is slightly lower than that of the true 28-view method. 

More than 55% reduction in computational complexity is achieved. 
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 Table 2. Average percentage of the pixels and 
computation amount in the three regions 

Region Original pixel Computation amount  

1 17.09 38.23 

2 27.54 30.81 

3 55.37 30.96 
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