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Abstract
Over the last 25 years, we have been involved in 3D image

processing research field. We started our researches related to
3D image processing with “Data Compression of an Autostereo-
scopic 3-D Image” and presented our work in SPIE SD&A ses-
sion in 1994. We first proposed the ray space representation of 3D
images which is a common data format for various 3D capturing
and displaying devices. Based on the ray space representation,
we have conducted various researches on 3D image processing,
which include: ray space coding and data compression, view in-
terpolation, ray space acquisition, display, and a full system from
capture to display of ray space. In this paper, we introduce some
of our 25-year researches in terms of 3D image processing – from
capture to display –.

Introduction
3D TV has become a popular media, which can provide

viewers with stereoscopic visual effects and hence immersive
viewing experiences. In accordance with its increasing growth,
many works regarding end-to-end 3D TV systems have been pro-
posed, which are composed of stereo/multiview cameras, 3D dis-
play with/without glasses. In principle, 3D TV requires multi-
ple of images with the view number ranging from two to tens or
hundreds, but the parameters such as camera distances for cap-
turing multiview images vary from systems to systems and it is
difficult to develop common capturing/display systems that meet
these various requirements. We proposed, in 1994, the ray space
concept [2] that provides the solutions for this problem. It was
originally proposed as a common data format for 3D visual com-
munications. It is a novel method to genarate photo-realistic vir-
tual scenes, free-viewpoint images, and variable-focused images
without complicated analysis and rendering processes.

In this paper, we review our researches related to 3D im-
age processing in terms of ray space data processing. We first
introduce the ray space representation of 3D scene, and then we
describe ray space acquisition systems and introduce some exam-
ple systems developed so far, including 100-camera system, time-
division acquisition system, and coded aperture camera system.
We finally introduce 3D display researches, which is incorporated
to our end-to-end 3D communication system.

Definition of ray space
We see a 3D scene by our eyes that have the same mech-

anism as optical cameras. An optical camera is a device which
record light rays from a 3D scene. This means that we obtain our
visual information from a collection of light rays from the scene.
Therefore, if we can represent a collection of light rays, we can
describe 3D visual information of the scene. Based on this obser-
vation, we proposed ray space concept for a common data format
for 3D image communications [2, 3]. In the Computer Graphics
field, a similar idea was proposed in 1996 as a method of gen-

erating photo-realistic images. It was named as light field [5] or
Lumigraph [6]. The ray space and light field are mathematically
the same and mutually convertible. They can be seen as a reduced-
dimensional (projected) version of Plenoptic function which was
first introduced as a model of human early vision [1] .

Figure 1 shows one of the parameterization methods of the
ray space [2]. A light ray in a 3D scene is parameterized using
4 variables; in Fig. 1, the ray parameters are defined using the
position (x,y) where the ray intersects the reference plane (i.e.
Z = 0), and its outgoing direction (θ ,ϕ). A view image corre-
sponds to a collection of light rays which pass through the optical
aperture of a camera. If we assume a pinhole camera model, we
can show that the trajectory of the rays in the ray space form a 2D
hyperplane in the 4D ray space (x,y,θ ,ϕ) from the geometrical
relationship. When we set a pinhole camera at a certain posi-
tion, the camera “samples” the data on the 2D hyperplane of the
4D ray space. If we put many cameras in the scene, they sam-
ple 2D hyperplanes of the 4D ray space with different parameters.
Thus, we can construct the whole 4D ray space by putting many
cameras in the scene. Once we obtain the whole 4D ray space,
free-viewpoint images can be easily generated by simply “resam-
pling” a new hyperplane whose parameters corresponding to a

Figure 1. Definition of ray space.

Figure 2. Ray-space representation and free-viewpoint image generation

[4].
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new camera position shown in Fig. 2. To sum up, capturing and
displaying multiview images mean sampling and resampling of
4D ray space, and therefore, it can be used as a common 3D TV
data format. In the following, we describe ray space acquisition
and ray space display from this perspective.

Acquisition of Ray Space
Ray space data acquisition is a very challenging task and a lot

of works have been done on this topic. An acquisition system of
ray space requires an optical sensor that is located at the position
(x,y) and senses the intensity of a ray coming from the direction
(θ ,ϕ). In practical use, a 2-D sensor is usually used but note that
it captures a collection of rays that pass through the point (x,y) at
the same time.

Ray space capturing systems are categorized into 4 types in
terms of how to separately obtain each light ray: (1) space divi-
sion acquisition, (2) multiple cameras, (3) time division acquisi-
tion, and (4) computational photography. Among them, Integral
Photography (IP) and commercialized light field cameras such as
Lytro and Raytrix fall into the category (1). An IP and light field
camera consist of an imaging device and a lens plate which is lo-
cated in front of the imaging device with a large number of small
lens on the plane. Through the IP lens plate, 4D ray space is “en-
coded” to an array of thousands of small “pictures”, thus forming
one 2D “Integrated Image”. Here, we focus on the categories (2)-
(4) and introdue our researches conducted so far.

100-camera system
We reported a multi-dimensional multi-point measuring sys-

tem, which is also called by its function a 100-camera and 200-
microphone system [13]. Although similar camera array systems
have already been reported (e.g. by Wilburn et al. [12]), our sys-
tem has the following special features:

• Scalable multi-channel recording system (no limitation of
channels)

• Simultaneous recording of video and analog signals
• High accuracy of synchronization (< 1 µs)
• High image resolution (1392 H × 1040 V)
• “Uncompressed” raw data capturing
• C-mount lenses for high resolution cameras are available
• Synchronization among remote sites (using GPS, < 1 ms)
• Long recording time (> 1 hour)

The system consists of a system control unit, a system server
unit, a synchronous control unit, and one hundred of recording
units (nodes). The server unit consists of a system control unit
and a system server unit. Although the system control unit and
the system server unit are separate, one PC can serve as the both
units. The performance of the PC does not need to be very high,
and therefore, a commercially available PC can be used. The sys-
tem server unit also serves as a user interface. The system con-
trol unit is connected to the synchronous control unit with RS-
232C. It controls the generation of synchronization signal and
therefore recording timing. The recording unit (called node) is a
PC-based system which is equipped with specially developed cus-
tom boards. These boards are: (1) a module which controls the
record of video data, (2) a base module which controls the record
of analog signal data, and (3) an analog signal processing mod-
ule. A node inputs one video data via CameraLink interface and

2ch (4ch maximum) analog signal. As for video capturing, since
the dot clock is very high (50 MHz), transfer speed exceeds to 32
bit PCI bus and single HDD interface. We overcame this prob-
lem by adopting RAID technique to record high-bandwidth video
data. The high-bandwidth data is divided into two and recorded
on the two HDDs simultaneously. The nodes receive synchro-
nization signal and sample video and analog signal in time with
the sync signal. Since a node is driven by Linux operating sys-
tem, it can flexibly execute remote commands via network. This
feature enables us to construct flexible software environment.

The image resolution is 1392 (H) × 1040 (V), 8 bits/pixel.
The camera has a CCD imager with a Bayer color filter. The
interface between camera and PC is CameraLink (TM). The cam-
era accepts external exposure signal, so generated synchroniza-
tion signal is used as the external exposure signal. Considering
accurate synchronization of video and analog signal, we set the
frame rate 29.4118 frames per second for the system. As for ana-
log signal input, various signals can be input. If we use many
microphones, we can construct a high-channel microphone array.
One of interesting applications is for ITS applications; various
types of sensor can be used to sense such data as car speed, ro-
tating speed of the engine, air temperature, heart rate of a driver,
etc.

A synchronous control unit is composed of three components
video synchronization signal generator, analog synchronization
signal generator, and GPS (Global Positioning System) module.
The sampling interval of video is set to be multiple of analog
signal interval. This enables us to avoid frame drop and high
accuracy of synchronization between video and analog signal is
realized. The sampling interval of video is 29.4118 frames per
second, and that of analog signal is up to 96kHz. The synchro-
nization signal is transmitted via the cable with the delay of 5
ns/m. One buffering of the synchronization signal can cause 40
ns delay.

MPEG Test Sequences
We provided MPEG (Moving Picture Experts Group) with

test sequences captured by the 100-camera system for Multiview
Video Coding (MVC) and 3D Video (3DV) activities. Since
MPEG is targeting to decide international standards for video cod-
ing, test sequences for the multiview and 3D video coding exper-
iment must be uncompressed. In this sense, our 100-camera sys-

Figure 3. 100 camera system [13].
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tem which can capture raw video data is suitable for the purpose.
For the MVC experiment, we captured two test sequences

with different camera arrangement: 1D line, and 2D array. The
first sequence is “Rena” captured with 1D line arrangement, in
which 100 cameras are aligned in a line with the camera interval
5 cm, and hence, the viewing zone is 5 meters in length. The
second sequence is “Akko&Kayo” captured with 2D array camera
arrangement, in which 100 cameras are aligned in 20 (H) x 5 (V)
in camera interval 5 cm and 20 cm, respectively.

For the 3DV experiment, we provided “Champagne tower”
and “Pantomime” that were captured with 1D parallel camera
arrangement. As MPEG called for multiview sequences cap-
tured with moving camera set, we developed a movable camera
mount and captured multiview images by the moving camera ar-
ray. Two sequences were adopted for 3DV experiment: Balloons
and Kendo shown in Fig. 4

Time-division Acquisition System
One of the alternative acquisition systems is a time-division

ray space acquisition system. We developed such a system, which
consists of an optical imaging system, an optical scanner, and a
high-speed camera. The optical system consists of a set of two
parabolic mirrors which produces a real image of an object at its
focal point, like a “floating” image. We set a galvanometer mirror
at the position of the real image, which reflects the real image to
various directions depending on the angle of the mirror. A high
speed camera captures the reflected image at very high speed in
a synchronized manner with the angle of the mirror. This system
can capture equivalently about 300 multiview images at 30 fps
with the viewing angle 55 degree. Figure 5 shows the overview of
the system.

Coded Aperture Camera
The acquisition techniques mentioned above directly capture

a ray space on a one-light-ray-by-one-pixel basis. On the other
hand, there are other approaches called coded aperture/mask cam-
eras, which can resolve the trade-off between spatial resolution
and angular resolution in acquiring the ray space. Coded aperture
camera is a ray space capturing system that records a linear com-
bination of sub-aperture images and recovers the original full light
field through computation shown in Fig. 6. Using the coded aper-
ture cameara, we can reconstruct the entire ray space, which is
equivalent to many view images, from only a few images that are
captured through different aperture patterns. The problem here is
how to reconstruct the target ray space from the set of captured
images in Fig. 6. In previous works, this problem has often been
discussed from the context of compressed sensing (CS), which

Figure 4. MPEG test sequence: Balloons and Kendo.
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Figure 5. Time-division ray space acquisition system.

provides a sophisticated framework for signal reconstruction from
a limited number of samples, where sparse representations on a
pre-trained dictionary or basis are explored to reconstruct the tar-
get signal [10].

In contrast, we formulated this problem from the perspective
of principal component analysis (PCA) and non-negative matrix
factorization (NMF) [11]. In this method, only a small number of
basis vectors are selected in advance based on the analysis of the
training dataset. From this formulation, we derived optimal non-
negative aperture patterns and a straight-forward reconstruction
algorithm. Experimental results validated the effectiveness of our
proposal; our method is superior to the state-of-the-art CS-based
method in speed and accuracy of ray space reconstruction.

There is a drawback in the above mentioned PCA/NMF-
based method , however, that it requires complex computation
to reconstruct the original ray space, although it is far less than
the original CS-based method. We can successfully replace the
complex computation with a deep neural network (DNN) based
method. In the following, we will explain our approach accord-
ing to [18]. In our method, we formulated the entire pipeline of
ray space acquisition as an auto-encoder. We implemented this
auto-encoder as a fully convolutional neural network (CNN) and
trained it end-to-end by using a collection of training samples.

Figure 7 shows how we modeled the ray space acquisition
using CNN. The basic structure of the network is an auto-encoder.
The auto-encoder employs a simple structure, in which an encoder
network is connected to a decoder network, and it is trained to
best approximate the identity mapping between the input and out-
put. In our method, an encoder and decoder correspond to the
image acquisition and reconstruction processes, respectively, be-
cause the original ray space is once reduced (encoded) to only

Figure 6. Coded aperture camera model. Each light ray passing through

(s, t) on the aperture plane is attenuated by the transmittance at (s, t) and

reaches a pixel (u,v) on the imaging plane [11].
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Figure 7. Modeling light-field acquisition using CNN.

a few images through the physical imaging process of the coded
aperture camera, and these images are then combined to recon-
struct (decode) the ray space with the same size as the original
one. The parameters of the trained network correspond to the
aperture patterns and reconstruction algorithm that are jointly op-
timized over the training dataset. In short, our method can learn
to capture and reconstruct a ray space through a coded aperture
camera by utilizing the powerful framework of a DNN.

Display of Ray Space
Light field display is a kind of 3D display which is capable

of reconstructing a light field. There are many types of light field
displays, such as a lenslet-based display (e.g. Integral Photogra-
phy) and a barrier-based display, etc. Here we focus on a stacked
layer type display [19]. In the following, we describe how the
stacked layer light field display works and show that it requires
huge computation to calculate the layer pattern.

The principle of the stacked layer display is shown in Fig. 8.
It consists of a few light-attenuating layers located in front of a
backlight. Each pixel of the light attenuating layers has an indi-
vidual transmittance. When a viewer sees the display, the viewer
observes the light rays that are emitted from the backlight and
attenuated by the multiple layers. These layers overlap with dif-
ferent amount depending on the viewing direction. By designing
the layer transmittance pattern appropriately, we can make the ob-
served light rays to correspond to the target light field. The prob-
lem here is how to design the layer pattern under the condition that
the target light field is given. The transmittance patterns of layers
should be designed so as to make the direction-dependent views
consistent with the 3-D appearance of the object. More precisely,
many images or a light field, which are expected to be observed
from different viewing directions, are given as the input, and then,
the layer patterns are optimized so as to reproduce the light field
as faithfully as possible. The optimization is formulated as non-
negative tensor factorization (NTF). Please reader to the original
paper [19] for descriptions of the optimization method and the ex-
tension to time multiplexing. Since the transmittance values are
alternately updated layer by layer, it requires heavy computations.

We developed a prototype display hardware consisting of
three semi-transparent LCD panels and a backlight and visualized
real 3-D scenes on it. To mitigate the heavy computation problem,
we conducted the experiment where we adopted DNN for this cal-
culation instead of iterative updates. The input to the network is
the patches of the target light field data I(i, j)(x,y) and output is
the patches of transmittance pattern Tn(x,y). This one directional
computation greatly reduces computations and increases the cal-
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Figure 8. 3D layer (Tensor) display.

Figure 9. End-to-end system and process pipeline of our light field display.

culation speed, while avoiding computationally heavy iterations.

Full-Chain from Capture to Display
We developed a process pipeline from capture to display of

a real 3-D scene [20]. To capture real 3-D scenes, we used a light
field camera (Lytro Illum) and a multi-view camera (ViewPLUS
ProFUSIOIN 25) to capture the ray space, which was then fac-
torized into layer representations to be displayed and fed to the
layer type display. In [20], we analyzed the amount of pop-out
and motion parallax that can be presented by the display using a
given light field data.

An important fact is that the required density (the viewpoint
interval) for the input ray space data is a rather strict condition.
For example, a ViewPLUS ProFUSION 25 camera has 25 (5 ×
5) viewpoints with 12 mm viewpoint intervals. However, with a
practical setup of the target scene, the density of captured data is
too low (the viewpoint interval is too large) for a high-quality dis-
play. When a multi-view camera, which has relatively long base-
lines, is used, the key to achieve high-quality 3-D visualizations
is to generate sufficiently dense light field data from sparser sam-
ples obtained from the camera by using image-based rendering.
To resolve this problem, we used image-based rendering to pro-
duce sufficiently dense multi-view images (virtual images) from
real photographs. Figure 9 shows the developed pipeline from
capture to display based on this concept.

Conclusion
In this paper, we introduced our research works on 3D im-

age processing. First, we started with the ray space definition.
The ray space method requires a very high number of “rays”, so
its acquisition system needs a large amount of equivalent “pixels”
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accordingly. As such acquisition systems, we first introduced a
multi-dimensional multi-point measuring system, so-called 100-
camera system. The system has the special features: capable
of acquiring high-resolution uncompressed raw video, high ac-
curacy of synchronization between video and analog signal, and
synchronization in remote sites using GPS sensor. Secondly, we
introduced “ray space camera”, which falls into two categories:
a space-division system and a time-division system. The bot-
tleneck of the ray space camera is the needs for high-resolution
devices for acquisition. The Integral Photography based system
is such an example which requires high-resolution devices. On
the other hand, the space-division system can mitigate this high
requirement by encoding 4D ray space into 2D integral images.
The time-division system introduced here is composed of a spe-
cial optical imaging system and a high-speed video camera. We
showed that the time-division system can capture a dynamic ray
space with equivalently 300 views in 30 fps. We then introduced
a layer 3D display which was originally proposed by Wetzstein
et al. in [19]. Finally, we introduced a full-chain system from
capture to display. The 3D scene is captured by multiple cameras
and, through Image Based Rendering, layer patterns for the layer
display are calcurated and fed to the display. Our future work
is to develop a real-time ray space communication system which
is composed of coded aperture camera, coding and transmission
part, and 3D display. We have already succeeded the fast recon-
struction of the views from a few shots obtained from coded aper-
ture camera, and fast calculation of the layer pattern of 3D display.
By cascading these components and optimizing the network con-
figuration for CNN calculation, we would be able to develop the
real-time full-chain system.
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