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Abstract 
The 360° images or regular 2D images look appealing in 

Virtual Reality yet they fail to represent depth and how the depth 

can be used to give an experience to the user from two dimensional 

images. We proposed an approach for creating stereogram from 

computer generated depth map using approximation algorithm and 

later use these stereo pairs for giving a complete experience on VR 

along with forward and backward navigation using mobile 

sensors. Firstly the image is being segmented into two images from 

which we generated our disparity map and afterwards generate the 

depth image from it. After the creation of the depth image, stereo 

pair which is the left and right image for the eyes were created. 

Acquired image from the previous process then handled by 

Cardboard SDK for VR support used in the Android devices using 

Google Cardboard headset. With the VR image in the stereoscopic 

device, we use the accelerometer sensor of the device to determine 

the movement of the device while head mounted. Unlike the other 

VR navigation systems offered (HTC Vibe, Oculus) using external 

sensors, our approach is to use the built-in sensors for motion 

processing. Using the accelerometer reading from the movement, 

the user will be able to move around virtually in the constructed 

image. The results of this experiment are the visual changes of the 

image displayed in VR according to the viewer’s physical 

movement. 

Introduction           
 Previously, numbers of researchers worked on 3D 

visualization and VR navigation separately. Their approached 

models are either have bulky systems, complex setup and high 

costs [1]. These approaches limit their uses on versatile 

environment due to lack of portability. Besides, for 3D 

visualization most of the models either use sensors like Kinect 

sensor to achieve the depth information of the object [2]. 

According to the sensor based approaches the distance of the 

object plays a vital role. If the distance of the object is increased 

from the camera plane the error in finding the depth image 

increases. The percentage on an average of the Absolute Mean 

Percentage Error is 3.6% compared with the depth distance and the 

actual distance of the object from the camera plane [2]. In our 

model we have taken a more liberal approach to overcome this 

limitation by providing the computer generated depth image for 

creating a more accurate virtual stereogram. Another thing we take 

into account is that, for VR device navigation our proposed model 

uses Google’s 'Cardboard' platform to provide the structure for 

Head Mounted Display. Along with that, for the movement in the 

VR plane our model proposes a more cost effective approach 

which handles the linear movement via the accelerometer of the 

smartphone devices. All in all, our proposed approach, we 

integrated the 3D visualization technique to create a computer 

generated depth image. For 3D visualization model of stereo pairs 

we integrated it with the Google’s Cardboard platform for VR 

device support and mobile’s accelerometer for moving on the 3D 

visualized plane.  

Literature Review 
The advancement of VR technology has increased 3D content 

creation. Therefore people are more focused on making 3D 

contents. The term 3D was first introduced in 1850’s.In 1853 W. 

Rollmann 1st introduced the idea of 3D anaglyph through viewing 

a yellow blue drawing with red and blue glasses [3]. He also found 

that with a red and blue drawing the outcome was not as perfect as 

it is with the yellow and blue drawing because the red and blue line 

drawing are not visible with the yellow and blue glasses [4,5]. In 

1858, Joseph D’Almeida projected the 1st 3D magic lantern where 

the audience wore green and red goggle to view the 3D lantern [4, 

5]. Later on 1953, the anaglyph for 3D visualization of image 

spread among comics’ newspapers and magazines [5]. Humans are 

able to have 3D effect due to their 3D vision. Human eyes perceive 

the same scene but from different perception because of the 

differences of left and right eye the scene is deviated from one to 

another. This visualization technique results slightly different 

signal to the brain [6]. Furthermore, the accuracy of the 

visualization improves through attributes like light, shadow etc. for 

better depth estimation. Mainly brain accepts horizontal disparities 

between two images and returns a single image with accurate depth 

information [6]. Many existing papers, propose techniques that 

provides creation of image for 3D visualization from single image 

camera and Kinect sensor [7]. The Kinect sensor and it’s in built 

camera is used for capturing the color of every pixel and depth 

information. From this they extract the left and right image and 

then applied the color filtering to achieve the 3D anaglyph [8]. 

Moreover, there are more complex approach for estimating the 

depth information. There are methods where depth map is 

generated through 3D histogram-based segmentation to refine the 

depth map produced by the learning based method. Another depth 

extortion from single view 2D image is to measure the focus and 

defocus cues through higher-order statistics technique through 

which the foreground and background is segmented. Later on the 

depth map is refined from the segmented images [9]. Furthermore, 

high computed data mining techniques such as Knn based learning 

are introduced for calculating the depth map [10]. The drawbacks 

of all these methods are they either require great computational 

power or not well suited for depth generation from 2D images. 

Depth cues play an important role for visualization of 3D image. 

The human brain is a very complex system. Our eyes perceive the 

image from two different positions through left and right eyes. 

Because of the distance between our eyes which is approximate 

6.5cm this displacement of images is created which results in the 

stereo vision also known as stereogram [11]. Diffusion in the 

signals in brain gives us a 3D visualization. Recreating this 

visualization on computer the red cyan techniques has been 

introduced for stereo images where the left eye image is filtered in 

red color and the right eye image is filtered in cyan and imposed 
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on each other to recreate the 3D anaglyph. Besides, rendering one 

image from observer’s side and applying the horizontal offset to 

create the stereoscopy. This offset is known as Base in stereoscopy 

which is assumed as 6.5cm [12]. Furthermore this method is 

executed when there is a pair of stereo image and depth 

information either collected via stereo camera and complex depth 

map generation techniques. For generating stereoscopic 3D from 

2D video image stitching through fundamental matrix is proposed 

with higher computing cost. The Homography matrix generation is 

considered for better result [13]. It is known that Homographies 

induced by the plane nTX +d= 0 under coordinates ℿE = (nT,d)
T
 is 

[14] : 

  

Hij = Ki[R – tnT /d] Kj
-1               (1)

  

Again depending on the rotation of the camera the 

homographies may undergo different equation such as [15] 

 

Hij=KiRiRj
TKj

-1                      (2) 

 

Furthermore, stereo images are the basis for stereoscopes. A 

stereoscopic device is prepared for displaying stereo pair images. 

Stereoscopes can either be glass oriented which was explained 

earlier or they can be high-end headsets. Low cost solution for this 

headsets are available too where they use the mobile devices as the 

display, with the stereoscopic image being created by two 

replaceable lenses. Mainly the stereo images are the basis for the 

headsets that provides a 3D visualization using our 3D vision. 

Virtual Reality technology has been popular for a while. Therefore 

many products have taken over the market with new techniques on 

VR along with other integrated features. Navigation techniques 

and supports have been offered in some of the products out there in 

market such as Oculus Rift and HTC Vive. Oculus Rift uses a pair 

of Oculus Sensors which tracks constellations of IR LEDs to 

translate movements in VR [16].  

Similarly but with different technology HTC Vive offers a 

pair of base stations as their motion detectors. Each base station 

scans the room with a laser beams 50 times a second, alternating 

between horizontal and vertical sweeps [17]. Therefore, it has been 

a popular approach for navigation in VR to use external sensors to 

map movements and position of the head-mounted display. 

However, in mobile devices the only few options of VR is 

provided by Samsung Gear VR, Google Cardboard, and Google 

Daydream which do not provide navigation movement systems 

with their devices but through external devices it provides the 

navigation [18]. Though mobile devices have sensors such as 

accelerometer, gyro-sensor, low range IR sensor and other sensors 

which can be involved in motion tracking, the services do not 

provide us direct access to it for movement in Virtual Space. Only 

the gyro-sensor is used for a head-rotating experience in VR in all 

the mobile. Still the lack of navigation and movement exists in 

mobile VR. Researches on movement in real world using mobile 

sensors has been done using the mentioned motion sensors [19].  

Since our research is based on images in VR and through 

navigation we will interact with image as if it is 3D, our goals are 

more or less alike. Smartphone accelerometers can take readings of 

the device’s acceleration over the 3 dimensional axis which can 

have many applications [20]. Accelerometer readings are not 

usually accurate since the gravity is always a factor when the 

reading is taken. Therefore, in order to take linear acceleration 

reading the gravity must be cancelled out [21].Therefore,  

 

linear acceleration = acceleration - acceleration due to gravity  

Motion processing from noisy data can be inaccurate and therefore 

can be solved using different techniques such as removal of noise 

and even integrating the noise data. But the results can drift having 

a large margin of error, so the results are not always promising yet 

it shows a possibility of making new assumptions [22]. According 

to the motion readings from the smartphone, the image can be 

processed to be given a closer view when physically moved 

forward and relatively further view if move backwards in a VR 

environment. The visual results will feel like as if it was in 3D and 

the objects in the 2D image will seem interactive. In the 

mainstream VR systems such as HTC Vive and Oculus Rift 

external sensors are used for navigation and virtual movements 

[23]. Multiple long range IR sensors, showed in Figure 1, are used 

track the movements of the wearer of the VR headset. Thus the 

navigation in virtual space can be done. 

 
Figure 1. HTC Vive setup and navigation using base stations [24] 

 

In our research, we are trying to create a model that gives us 

similar navigation results using internal sensors of smartphones 

rather any external sensors. 

Proposed Method 
The proposed model consists for several different phases 

analyzing a 2D image to create a stereo pair that will be ported to 

the head mounted display. The basic work flow of our model is 

outlined on the Figure 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
Figure 2. Proposed model work flow 
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In the 2D image the Z axis remain constant because eyes have the 

same Z direction. But due to the displacement of one eye to right 

the horizontal (positive X axis) is displaced by the distance Tx, 

where Tx is the base of the eye pair. So, the image is having (X0, 

Y0, Z0) coordinates values than, the segmented new pair’s 

coordinate can be expressed as below [25]. 

 

          NR = (X0 –Tx, Y0, Z0)                                                          (4)    

 

After cutting the horizontal width of the image, the image 

needs to be resized as the ideal image. For resizing the image, the 

deducted width will be converted by making each pixel of the 

image’s x and y coordinate to color value zero. 

 

The next step in the proposed model, is calculating and 

generating the depth image.  For that the new generated image and 

the ideal image will be taken so that the disparity can be calculated 

from them.  Disparity happens due to the displacement of our eyes. 

As we are taking only a 2D image, on our previous step we created 

a computer generated two images depending on human physical 

environment. Therefore the difference between the horizontal x-

axis will be the binocular disparity, D. 

        

  D=XidealImage – XNewImage                                (5) 

 

Based on the information above the disparity map will be 

calculated through Semi global block matching algorithm. 

 

The Semi Global Block Matching algorithm which is also 

known as SGBM aims to minimize global energy function to 

obtain the disparity map. The Energy function E for disparity 

image, D with P2>=P1 is calculated by the following equation [26], 

 

A=∑         )∑      [|     |   ]                                                                

 B=∑      [|     |   ]      

   E (D) =     A + B                                             (6) 

 

Where 

 E (D) is the energy for disparity image, D 

 p, q represent indices for pixels in the image 

 Np is the neighborhood of the pixel p 

 C (p, Dp) is the cost of pixel matching with disparity in Dp.  

 

The cost function C (p, Dp) is computed in the following manner 

[26] 

 

            C(p,d)= min(d(p,p-d,IL,IR), d(p-d, p, IR,IL))                       (7) 

 

Where, 

 IL and IR are left and right rectified images, respectively [26] 

 

d (p,p-d, IL , IR) = minp-d-0.5≤p-d+0.5  | IL (p) – IR (q) |             (8) 

 

Furthermore, the SGBM algorithm generates the disparity. 

From the disparity the depth image is generated by given formula 

[27]  

 

           Z= f *(
 

 
)                                                       (9) 

Where, Z is the depth to be calculated, f is the focal length, T is the 

baseline & d is the disparity. 

For synthesizing the left and right images, the model proposes 

computing each of the pixel’s parallax value from the estimated 

depth map. After that shift each pixel by the corresponding 

parallax values in an input image. The parallax value at (x, y), 

Parallax (x, y) is computed from the depth map as follows [28, 9]. 

 

Parallax(x, y) =     
         )

   
)                                   (10) 

 

Where, M denotes the maximum parallax value and depth (x, y) is 

the estimated depth value at (x, y). 

For every pixel of the input image, the parallax is calculated 

from the estimated depth map. Considering the input image as the 

virtual central view from which the left and right image are 

obtained (Figure 3) by shifting the input pixels by a value equal to 

the parallax/2 for each view [28, 9].  

 

 

                 

 

 

                                                         
        

 
 

 

 

                                                         
        

 
 

 

 

 

 

 
Figure 3. Stereo-pair generation 

 

Experimental Results and Analysis 
The computer generated stereo pair then will be implemented 

in the mobile device using Google Cardboard SDK and Android 

Studio or Unity3D. Figure 4, is our sample 3600 image. 

. 

 

 
 

Figure 4. Sample 360
0
 image 

 

Accelerometer reading of mobile, for the entire three axis x, y and 

z can be fetched and used.  

The three elements of the rotation vector are expressed in Figure 5  

 

 
Figure 5. Coordinate system used by the rotation vector sensor 
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The equation the follows these rotation vectors are 

 

      
 

 
)                                    (13) 

      
 

 
)                                     (14) 

      
 

 
)                                               (13) 

Since our target is to get linear movement in forward and 

backwards, we will be taking acceleration over z-axis 

Therefore,  

 

 alinearZ = A – g – Noise                               (17)                

    

Noise = A – g (at rest)                                         (18) 

 

Where,                                                  

A= ax + ay + az                                               (19) 

         

  g = 9.8 ms-2,   Noise ~ 2 ms-2(experimental) 

 

Using the equation we can estimate the linear acceleration 

over z-axis to determine the amount of movement on forward and 

backward. 

Because of the VR navigation, the 3600 image was captured 

via a camera (Figure 6. (a)) and then it is segmented with the white 

space in it (Figure 6. (b)). 

 

 
     (a) 

 
                                                   (b) 

Figure 6. (a) 3600 ideal image (b) segmented image 

 

The 3600 segmented ideal image goes through the SGBM 

algorithm and the depth map equation (10) to produce the depth  

image (Figure 7). 

 

 
                                                   (a) 

 
   (b) 

 
Figure 7. (a) 360

0
 image (b) Depth Image 

 

After the generation of computer generated depth image, 

based on the ideal image and the depth image, the stereo pairs, that 

is the left eye image and right eye image is generated by the 

equation (10). 

Figure 8, represents the stereo image of the 3600 image 

(Figure 10 & 12) that has been created from the proposed methods. 

 

 
       (a) 

 
(b) 

Figure 8. Stereo Pair (a) Left eye image (b) Right eye Image 

 

The acceleration reading using a mobile device was taken to 

plot a graph (Figure 9) to show the behavior of the acceleration on 

the three axis. The accelerometer reading may differ from device 

to device. The smart phone device was in landscape mode while 

determining the acceleration movement. After plotting the values 

of the accelerometer sensor reading in respect of time, it shows a 

graph of forward movement acceleration (Figure 9). 

 
Figure 9. Forward movement acceleration on graph 

 

The spike on the Z-axis on Figure 9 data indicates the 

physical forward movement of the headset. Therefore for each 

forward movement there will be a positive spike on the Z-axis. 

Also, with a 3600 image of Figure 19, the navigation will feel 

more natural and moving forward physically will give a sense of 

moving forward in the virtual space as well showed in Figure 10. 

 

 
Figure 10. 360 Sample Image in VR view navigating forward 

 

For backward movement we took similar data via sensor 

manager on every axis and plotted graph in Figure 11 to analyze 

the behavior change. 
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Figure 11. Backward movement acceleration on graph 

 

The Z-axis data showed in Figure 11 a negative value spike 

and therefore signifies the backward movement of the device. For 

each negative value spike there can be sensed a backward 

movement. 

In the Figure 12, backward movement physically will give the 

sense of going backwards in the pseudo-space virtually. 

 

 
Figure 12. 360 Sample image in VR view navigating backward 

 

Conclusion and Discussion 
In our proposed model, the depth image is generated through 

computer and the navigation part is done without the help of 

external sensors. If we compare the computer generated depth 

image model with the Kinect sensors depth image, the depth will 

be more diverse. The RGB-D sensors, such as Microsoft Kinect, 

are 3D sensors from which the depth image is created by 

calculating the distortion of the IR lights. [29]. But the sensors that 

are in use also has some limitation regarding the distance of the 

object from the sensor. The distance starts from millimeters to at 

max up to 4cm [30]. The standard deviation at different distances 

of plane to the sensors provides a similar type of quadratic curve in 

precision (Figure 38) [31]. The limited range for Microsoft SDK is 

above 800 millimeters for default range and go down to 500 

millimeters for nearer range [32]. However, from Figure 38 we can 

see that it provides measurement range starting at 500 millimeters 

until 4000 millimeters which is better range but after that it starts 

to deviate [31]. Whereas in the proposed model the depth image 

created via computer, for which the distance limitation is not found 

in our model. Though we face error for the focal length of the 

camera from which the 2D image is collected and also with the 

baseline by which the image is segmented. 

 

 
Figure 13. Comparisons between Average Depth Distances vs. Actual Depth 

Distance [31] 

 

The navigation system that we proposed is inexpensive than 

the available systems due to less use of sensors. Besides, using of 

the Google Cardboard platform made it more cost effective [33]. 

The existing system such as Oculus and HTC Vive etc. uses 

external sensors such as long range IR sensors which is why the 

system becomes more expensive. Again, these existing system 

reads axis values therefore, it takes three dimensional movement 

reading. But in our system, it takes reading only in one axis as we 

are working on 2D image. All in all, our proposed model roughly 

gives a better experience for 2D image which is converted for 3D 

visualization. 
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