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Abstract
An increasing number of mobile devices are equipped to ac-

quire 3D range data along with color texture (e.g., iPhone X). As
these devices are adopted, more people will have direct access
to 3D imaging devices, bringing advanced applications, such as
mobile 3D video calls and remote 3D telemedicine, within reach.
This paper introduces Holo Reality, a novel platform that enables
real-time, wireless 3D video communications to and from today’s
mobile (e.g., iPhone, iPad) devices. The major contributions are
(1) a modular platform for performing 3D video acquisition, en-
coding, compression, transmission, decompression, and visual-
ization entirely on consumer mobile devices and (2) a demonstra-
tion system that successfully delivered 3D video content from one
mobile device to another, in real-time, over standard wireless net-
works. Our demonstration system uses augmented reality to vi-
sualize received 3D video content within the user’s natural envi-
ronment, highlighting the platform’s potential to enable advanced
applications for telepresence and telecollaboration. This technol-
ogy also has the potential to realize new applications within areas
such as mechatronics and telemedicine.

Introduction
Over the past several decades, much progress has been made

in the area of 3D range imaging. Modern systems have the ca-
pability to capture high-resolution, high-accuracy 3D geometry
data at real-time, or faster, speeds [1]. Due to these capabilities,
3D imaging systems have been employed in numerous applica-
tions across a variety of disciplines, including manufacturing, en-
tertainment, robotics and homeland security. Somewhat overlap-
ping with the advancements made in 3D imaging, the areas of 3D
telecommunications and 3D telepresence have also been active
areas of research over the past several decades [2, 3, 4, 5, 6, 7].

One current state-of-the-art works in this area is the Holo-
portation system [8]. The Holoportation system used eight cam-
era pods, comprised of three cameras each, to capture the data
needed to reconstruct a color-textured 3D mesh of a user in real-
time. The 3D mesh was transmitted at 30 Hz to a remote user
for simultaneous visualization within augmented reality headsets.
Although this system was able to impressively reconstruct 3D ge-
ometry and color texture of entire bodies and objects, it required
large amounts of high-end hardware: 24 cameras, 5 high-powered
PCs, 10 high-powered graphics processing units (GPUs), and a
connection speed of 1-2 gigabits per second (Gbps).

Recently, Bell et al. proposed the Holostream platform for
high-quality 3D video encoding and streaming [9]. This platform
used principles of triangulation to reconstruct 3D geometry [10].
Specifically, a custom-built structured light scanner was used to
reconstruct accurate 3D video data and color texture information
at 30 Hz. Captured 3D range geometry was encoded by [11] into
regular 24-bit RGB images before being transmitted within an
H.264 video stream. Depending on the desired quality, bitrates
of 4.8-14 megabits per second (Mbps) were needed to transmit
the compressed 3D video stream, which could be performed wire-
lessly. Remote users then received this stream, decoded its indi-
vidual frames back into 3D geometry [11, 12], and visualized the
reconstructed 3D range video.

Overall, in addition to efficiently transmitting 3D video data
in real-time, 3D video communication systems must address the
challenge of making such technology accessible to more fields
of research and application areas. The Holoportation system,
for instance, required many components of high-end hardware to
capture, reconstruct, transmit, and visualize 3D data. Similarly,
Holostream required a specialized structured light scanner, a high-
powered PC, and a high-powered GPU to reconstruct high-quality
3D data. The requirements for each of these systems may be too
demanding (both technically and financially) for others to adopt.
A growing number of mobile devices, however, have the ability to
acquire 3D range data along with color texture data (e.g., iPhone
X). If such devices could be used directly for 3D video communi-
cations, the challenge of obtaining and integrating specialized, of-
ten expensive, hardware components can be overcome. Further, as
every day users adopt 3D-enabled mobile devices, a viable and ef-
ficient 3D video communications platform could enable advanced
applications, such as 3D video calls and 3D telemedicine.

This paper proposes Holo Reality, a novel and modular plat-
form for performing 3D video acquisition, encoding, compres-
sion, decompression, and visualization entirely on consumer mo-
bile devices. Details of each module in the platform will be intro-
duced and described. Details of our demonstration system—that
successfully delivered 3D video content with color texture data
from one mobile device to another, in real-time, across a standard
wireless network—will also be given. Finally, we will show our
system’s capability to use an augmented reality environment to
visualize received 3D video content in real-time within a user’s
physical space, highlighting the platform’s potential to enable ad-
vanced applications for telepresence and telecollaboration.
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Figure 1. Holo Reality: the proposed real-time, mobile 3D video communications platform. The Acquisition Module uses a mobile device’s (e.g., iPhone X)

on-board sensors to acquire 3D range geometry and color texture in real-time. The Compression Module then encodes this data into regular 24-bit RGB images

that are then further compressed with H.264 video compression. The Transmission Module delivers the H.264 video stream wirelessly to a receiving device via

WebRTC. The receiving device’s Decompression Module receives the H.264 stream and decodes each frame back into 3D geometry. Finally, the Visualization

Module renders the 3D video data for the remote user to interact with in real-time, optionally within their own physical environment using augmented reality.

System Overview
This section will introduce the modules of the Holo Reality

platform for mobile 3D video communications. Figure 1 provides
an overview of the platform. As will be described, the platform
utilizes a 3D range geometry encoding method, along with 2D
video encoding, to achieve a 3D data stream that can be trans-
mitted over low-bandwidth, wireless connections. Further, each
module of the proposed platform runs entirely on a mobile device,
without the need for additional or specialized hardware. These
features of the proposed platform help to make 3D video trans-
mission more directly accessible and could potentially enable ad-
vanced applications such as 3D video calls and 3D telemedicine.

Acquisition Module
The Acquisition Module for our platform consists of an Ap-

ple iPhone X’s front-facing camera components. Among the de-
vice’s front-facing sensors is an infrared camera, a dot projector,
and a color camera. The infrared camera and dot projector com-
prise a structured light imaging device. The device uses its dot
projector to encode the scene or the object to be captured. The
infrared camera then captures the dot encoding and can recover a
3D range geometry frame from it. The iPhone X’s color camera
can be used to simultaneously acquire color texture information.

Using the iOS SDK on the iPhone X, the Acquisition Module
is able to obtain synchronized depth maps, Z, and color texture
images, C, in real-time. It is important for subsequent modules
that the acquired depth maps and color texture images are rectified
so that a pixel Z(i, j) in the depth map aligns with a pixel C(i, j)
of the color texture frame. Figure 2 shows an example of a depth

Figure 2. Example frame as captured by the Acquisition Module on an

iPhone X. From left to right: a depth map, Z; the depth map’s corresponding

color texture image, C; the 3D geometry frame reconstructed from Z; the 3D

geometry frame mapped with its color texture image.

map, Z, a color texture image, C, a reconstructed 3D geometry
frame, and a color texture mapped 3D geometry frame as captured
by the Acquisition Module running on an iPhone X.

Compression Module
Based on the data resolution and frame rate, connection

speeds of 1-2 Gbps are often needed to transmit 3D geometry
video in real-time [7, 8, 9]. These speeds are very demanding and
can often only be achieved over a wired network connection. In
order to transmit the 3D and color video data to and from mobile
devices wirelessly, methods of compressing the data are needed.

Our Compression Module’s 3D data encoding method is
derived from the multiwavelength depth encoding method [13]
which encodes floating-point 3D range geometry into the color
channels of a regular 2D image. The Acquisition Module pro-
vides a depth map, Z, and this can be encoded into the three color
channels of an output RGB image, E, as follows:

Er(i, j) = 0.5+0.5sin [(Z(i, j)×2π)/P] , (1)

Eg(i, j) = 0.5+0.5cos [(Z(i, j)×2π)/P] , (2)

Eb(i, j) = [Z(i, j)−min(Z)]/ [max(Z)−min(Z)] . (3)

Here, (i, j) are the pixel indices and P is the fringe width, which is
represented by the depth distance encoded by each fringe stripe.

Once the 3D range data has been encoded into a 2D RGB
format, it can be further compressed using 2D image compres-
sion methods. To represent the raw data of each floating-point
3D range data frame and its associated color texture image (both
at a resolution of 480× 640) 4.6 MB is needed. This only in-

Figure 3. Encoding and decoding at various 2D image qualities. From left to

right: the encoded depth map, E; 3D reconstruction when E was compressed

with lossless PNG; reconstruction when E was compressed with lossy JPEG

100; and reconstruction when E was compressed with lossy JPEG 80.
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Figure 4. Acquired 3D video data compared to decoded 3D video data. Top row: three original frames of 3D video data, rendered with and without its color

texture data. Bottom row: three frames reconstructed from encoded H.264 video data received at an average bitrate of 12.1 Mbps (a 94.1:1 compression ratio).

creases if additional information (e.g., normal map, mesh con-
nectivity information) is desired. Using the data in Fig. 2 as an
example, when its geometry and color data are encoded into a
single RGB image and compressed using PNG, JPEG 100, and
JPEG 80, file sizes of 576 KB (8.0:1 compression ratio), 300 KB
(15.4:1 compression ratio), and 64 KB (71.5:1 compression ra-
tio) can be achieved, respectively. Figure 3 shows reconstructions
when the encoded image, E, is compressed at the various levels
2D image compression. In Fig. 3, the first image is the encoded
image, E, and the second, third, and fourth images are 3D re-
constructions from E when compressed with lossless PNG, lossy
JPEG 100, and lossy JPEG 80, respectively.

Recall that the 4.6 MB needed to represent 3D range data
and color texture was only for a single frame. Since our goal is
to achieve real-time 3D video communications, it is desirable to
transmit this data at rates of at least 30 Hz. This means that a
connection speed of approximately 1.1 Gbps is needed to trans-
mit just the raw data. Given this, in our Compression Module,
each encoded frame E, in a mosaic format along with its color
texture image, C, is further compressed using H.264 video com-
pression. It is this H.264 video stream that is then used as input
to the Transmission Module for sending to a remotely connected
device. Since H.264 video compression is being used, the band-
width needed to transmit the encoded video is adaptable. Typi-
cally, we targeted compressed video bitrates within the range of
5-15 Mbps, so that the resulting video could be delivered feasi-
bly over a wireless network. At these bitrates, compression ratios
versus the raw data are in the range of 73.7-221.2:1.

Figure 4 shows an example of data reconstructed from the
encoded H.264 video stream. The first row shows several lossless
reconstructions of 3D data acquired from the iPhone X, both with
and without color texture mapping. The second row shows the 3D
data reconstructed from the received lossy H.264 video stream.
The second row’s reconstructions were taken from an encoded
H.264 video stream that was being delivered at an average bitrate
of 12.1 Mbps, a 91.4:1 compression ratio versus the original data.

Transmission Module
To transmit encoded 3D geometry data within the H.264

video stream in real-time, WebRTC [14] was utilized via the
QuickBlox iOS SDK [15]. WebRTC allows two devices to
communicate with one another directly in a peer-to-peer fashion
which helps facilitate the low-latency transmission of the encoded
H.264 video that is crucial for real-time 3D video communica-
tions. Using WebRTC also enables transmission of encoded 3D
video data to a wide variety of devices, including most modern
web browsers which have native WebRTC support built-in.

Decompression Module
Upon obtaining encoded H.264 video from the Transmission

Module, the Decompression Module is responsible for decoding
the received data. For each frame of H.264 video that is re-
ceived, a 3D frame can be recovered. Assuming our Decompres-
sion Module has just received encoded image, E, it is uploaded to
the mobile device’s GPU as a texture image of a flat plane mesh.
The flat plane mesh is initialized to have the same number of ver-
tices as pixels within the depth map, Z; this is consequently the
same number of pixels that are in the encoded depth map, E. This
relationship allows a single vertex, (u,v,), in the mesh to corre-
spond to a single pixel, (i, j), in the texture mapped image. Then,
following the multiwavelength depth decoding procedure given
in [13], for each pixel E(i, j) in the encoded image, a depth co-
ordinate, Z′(u,v), can be can be recovered. Finally, X ′(u,v) and
Y ′(u,v) coordinates can be derived using each recovered depth
value, Z′(u,v), and the device’s calibration information:

X ′(u,v) =
Z′(u,v)× (u−u0)

fu
, (4)

Y ′(u,v) =
Z′(u,v)× (v− v0)

fv
. (5)

Here, fu and fv are the focal lengths along the u and v directions;
u0 and v0 are the offsets of the principal point; and (u,v) are the
vertex indices corresponding to pixel indices (i, j).
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Figure 5. The Holo Reality platform in use. Left: two people using the Holo Reality platform on an iPhone X to capture, encode, and wirelessly transmit 3D

video of themselves in real-time. Right: the receiving user visualizing received 3D video content within their physical environment using augmented reality.

After a vertex (u,v) has calculated its new coordinate,
[X ′(u,v),Y ′(u,v),Z′(u,v)], the vertex updates its position in the
mesh accordingly. The geometry decoding of the Decompression
Module takes place entirely on the GPU within the vertex shader,
allowing for parallel processing and reconstruction of 3D data.
Lastly, the color texture mapping of the reconstructed 3D geome-
try takes place within the mesh’s fragment shader.

Visualization Module
The Visualization Module allows for the received, decom-

pressed, and reconstructed 3D video data to be visualized and in-
teracted with. As mentioned above, this module is implemented
entirely on mobile devices. Following the method mentioned
in the Decompression Module, a mesh plane is first initialized
for visualization. Incoming encoded H.264 video then is texture
mapped onto this plane for 3D reconstruction.

Currently, the Visualization Module is implemented using
SceneKit [16] which can perform its rendering utilizing either
the Metal or OpenGL graphics technology. Reconstructed 3D
video content can be interacted with in real-time within the vir-
tual graphics environment, allowing the user to rotate, zoom, and
pan the received 3D video content. In general, as long as the
H.264 video stream can be received for decoding, a Visualiza-
tion Module can be implemented for a wide variety of devices
(e.g., desktop, web, mobile, virtual reality, augmented reality).
To demonstrate this, and to highlight our platform’s potential to
enable advanced applications within telepresence and telecollab-
oration, our Visualization Module also can display reconstructed
3D video content using augmented reality. Details and an exam-
ple of this visualization will be given in the following section.

Results
We developed a demonstration system to test the perfor-

mance of our proposed Holo Reality platform. As mentioned
above, all of the modules were implemented on consumer mo-
bile devices. In our demonstration system, a single Apple iPhone
X (Model: A1865) was used to run the Acquisition, Compression,

and Transmission Modules. The device’s front-facing TrueDepth
camera was used to provide depth maps of 480× 640 at 30
Hz, which provides up to 307,200 unique 3D coordinates per
frame. In addition, the front-facing color camera of the device was
used to provide color texture frames with the same resolution of
480×640. Both of these frames were synchronously acquired at
30 Hz so that the most recently obtained depth map corresponded
to the most recently obtained color texture image. The frames
were then encoded and compressed as described above before be-
ing wirelessly transmitted using WebRTC.

The Transmission, Decompression, and Visualization Mod-
ules of our platform were implemented on an iPad Pro (Model:
A1701). This device wirelessly received 3D video data, per-
formed the decompression and 3D reconstruction, and was used to
visualize the 3D video content within an augmented reality envi-
ronment. As the iPad user moves the device around the real world,
the real-time 3D video content is anchored within their physical
space, giving the appearance that the remotely captured user has
a physical presence within their environment.

Figure 5 shows photographs of the proposed Holo Reality
platform in use. The left image shows two people with the iPhone
X using the platform to capture, compress, and transmit 3D video
data of themselves. The right image shows a third person with the
iPad Pro using augmented reality to visualize the reconstructed
3D video content in real-time within their physical space. In this
case, the 3D video content is anchored within the iPad user’s envi-
ronment using the textbook (on the table in the background) as an
anchor. This gives the receiving user the ability to select and move
where they want incoming 3D video to be visualized within their
current space. In this demonstration, the augmented reality Visu-
alization Module renders received 3D video at a 1:1 scale. This
is done to give the receiving user a more natural and intuitive ex-
perience when interacting with the 3D video data, however, given
that everything is virtual, the scale of the rendered 3D video could
be smaller or larger depending on the desired effect.

Since H.264 video compression is being used, the bandwidth
needed to transmit the encoded video is flexible and can easily be
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adapted to fit the desired application or usage environment. For
our example of an augmented reality 3D video call, we found that
an average bandwidth of 10.0-12.5 Mbps provided good geometry
and color texture fidelity while still being feasibly transmitted and
received wirelessly by the mobile devices at low latencies (typi-
cally 0.1-0.5 seconds). In situations where reconstruction quality
can be lowered, higher levels of H.264 compression can be ap-
plied to reduce the bitrate of transmitted video. Similarly, in situ-
ations where there are reliable network resources, the bitrate can
be increased to achieve a higher quality geometry encoding.

Summary
This paper proposed Holo Reality, a novel platform for

achieving real-time, low-bandwidth 3D video communications
entirely on consumer mobile devices. Our demonstration system
successfully delivered 3D video content from one mobile device
to another, in real-time, over wireless networks. Our platform
achieved frame rates of 30 Hz throughout, allowing for real-time,
low-latency 3D video communications. This paper also high-
lighted the system’s ability to use augmented reality for the real-
time visualization of received 3D video content. Our platform’s
capability to provide low-bandwidth 3D video communications
entirely on mobile devices, while requiring no additional or spe-
cialized hardware devices, has the potential to help realize a broad
array of 3D-enabled applications, including those within areas
such as telepresence, telecollaboration, and telemedicine.
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