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Abstract

As 3D printing becomes more prevalent, more attention is
being paid to its ability to adequately reproduce the appear-
ance of surfaces. Research into methods to accurately repre-
sent grayscale images through halftoning is well-developed in
2D printing, but work in the halftoning of surfaces in 3D print-
ing is less developed. The halftoning method of tone-dependent
fast error diffusion has been shown in 2D printing to be an ef-
fective means of achieving both high image quality and computa-
tional efficiency, making it an ideal algorithm to run in printing
units where computational power is restricted. This work seeks to
adapt tone-dependent fast error diffusion to halftone the surfaces
of three-dimensional objects.

Here, the ideal tone-dependent error diffusion parameters
will be calculated for an image. Then, a surface traversal mech-
anism will be implemented to navigate the surface of a three-
dimensional object while error diffusion is applied to halftone it.
The expected result is an algorithm that can halftone the surface
of an object with quality approaching that of iterative methods,
with a fraction of the processing that they require. Iterative meth-
ods currently produce the highest halftoning quality for 3D sur-
faces, but their use is limited due to the amount of computation
they entail. The development of a tone-dependent fast error dif-
fusion algorithm allows 3D halftoning to represent a continuous-
tone surface with comparably high quality, but the computation
it requires is more appropriate for standard printers; thus, it im-
proves on the quality of surface halftoning that most printing units
can produce.

Introduction

In 2D halftoning, there are three main categories of algo-
rithms: screening, search-based methods, and error diffusion.
Screening methods use a simple threshold to convert gray pixels
to black or white, which requires little computation but is limited
in output quality. Search-based methods generally produce high
quality images [1], but as is mentioned in [1], this quality comes at
the cost of intensive computation because search-based methods
like DBS are often iterative. Early error diffusion work such as
that of Floyd and Steinberg [2] produced images with better qual-
ity than screening methods with less intensive computation than
was the case in search-based methods, but several artifacts were
generated that subtracted from the quality of the image. Since
then, work on error diffusion has introduced ways to diminish the
effects of these artifacts, and much of that has come in the form
of modifying the characteristics of error diffusion throughout the
process, such as varying weights, thresholds, and diffusion filter
sizes, as well as varying scanning orders like Peano [3] and ser-
pentine scanning [4], as opposed to standard raster scan.

Work using variable weights includes that of Wong [5],
which used the LMS algorithm [6] to optimize the weights
throughout the error diffusion process. Dithering the weight ma-
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trix to reduce artifacts has also been shown by Ulichney [7], [4]
to be effective.

Variable thresholds have been used as well. Miller, Sulli-
van, and Pios used visual feedback to adjust the error diffusion
thresholds [8]. Knox and Eschbach used threshold modulation
[9]. Billotet-Hoffmann and Bryngdahl used a threshold matrix
rather than a single threshold value to hinder artifacts’ ability to
form in any particular direction.

Work in varying diffusion filter sizes includes that of Es-
chbach, who used a more spread-out filter for extreme highlight
and shadow regions and a tighter filter for midtones [10].

While Brunton et al. [11] and Zhou et al. [12] have adapted
error diffusion to 3D, the same range of variable parameters has
not been seen yet in 3D error diffusion. Other works by Lin et
al. [13], Lou and Stucki [14], Kuipers et al. [15], and Cho et
al. [16] consider 3D halftoning in relation to current 3D printing
technologies.

This work looks at adapting error diffusion with variable
weights and thresholds to 3D in a voxel-based printing format,
which is described by Mao et al. in [17]. As tone-dependent error
diffusion in 2D approached the quality of DBS-halftoned images
[18], this work seeks to use the tone-dependent methods described
in 2D works to develop a 3D error diffusion algorithm with high
quality results.

Error Diffusion

Here, halftoning is considered for converting grayscale im-
ages to black and white pixels or voxels for printing purposes.
Thus, absorptance is used to describe gray levels. An absorptance
of 1 corresponds to black, the desired tone of ink applied to a
page; an absorptance of 0 corresponds to white, the desired tone
of paper where no ink has been applied. These definitions of ab-
sorptance are to extended to the colorants used in halftoning the
surface of a 3D object.

In 2D error diffusion, a gray pixel is first converted to black
or white based on a threshold gray level. Then, in order to pre-
serve the local tone, the error between the original and halftoned
pixels is subtracted from surrounding pixels that have yet to be
halftoned.

Here, the input 2D image will be denoted by x[m, n], the im-
age as updated with diffused error by u[m,n], the output halftoned
image by y[m,n], and the threshold applied to pixels by #[m,n].

So,
1, ifulm,n]>tmn
V] = [m,n] > t[m,n] )
0, else
The error e[m,n] in binarizing a pixel is considered as
elm,n] = y[m,n] — u[m,n] 2)



Then, using weighting matrix wik, /], a pixel is updated as
ulm+k,n+1] < ulm+k,n+1] —wlk,l] « e[m,n] 3)

In error diffusion that scans pixels in raster order, error can
be diffused according to the weights shown below in figure 1.
Raster scan order would visit pixels from left to right, then from
top to bottom.

* w(0,1]

w1, —-1] | w[1,0] | w[1,1]

Figure 1. Error Diffusion filter for raster scan.

Here, the blank space is the previous pixel, * is the current
pixel, and the remaining weight terms are associated with unvis-
ited pixels.

For example, in Floyd-Steinberg error diffusion [2], the
weights w[0,1],w[1,—1],w[1,0], and w[l,1] are respectively
%, %, 1%7 and %. So, for raster scan, the pixel to the right of
the pixel under operation would receive % of the error from bina-
rizing the pixel under operation, the pixel below the pixel under
operation would receive % of the error, and so on.

Serpentine scan order visits pixels from the top row of the
image to the bottom row, and for successive rows alternates be-
tween moving from left to right and moving from right to left.
For moving from left to right, the above filter orientation is used;
for moving from right to left, the filter above is mirrored to diffuse
error toward the next pixel and the next row to be visited.

Tone-Dependent Error Diffusion

In tone-dependent error diffusion, the thresholds and weights
vary with the gray level of the input pixel, denoted by a. So,
the thresholds and weights will become #[m,n;a] and wlk,[;a],
respectively.

In [18], #,(a) and 7;(a) are defined as the upper and lower
thresholds for binarization at a given gray level. Gray pixels above
the upper threshold become black, those below the lower thresh-
old become white, and the halftone result for those in the mid-
dle is chosen from a 0.5 absorptance patch halftoned by DBS,
p[m,n;0.5]. That is,

1, if ufm,n] > t,(x[m,n]),
y[mvn] =40, 1fu[m,n] Stl(x[m7n])7 C))
plm,n;0.5], else

In adapting tone-dependent error diffusion to 3D, this work
will keep the upper and lower thresholds but change the halftone
output for gray levels between the thresholds. Projecting a 2D
DBS patch onto a 3D surface can distort its perceived tone, and
while work has been done in creating 3D DBS programs [17],
there is no 3D surface that can be considered representative of all
others.

Thus, the halftone output for gray levels between the two
thresholds will simply alternate between black and white. This

mimics the average 0.5 absorptance of the DBS-halftoned patch
but has a more reliable effect across a range of arbitrary 3D sur-
faces.

The work in [18] describes the process for optimizing the
thresholds and weights for each gray level for each of raster
scanning, serpentine scanning, and two-row serpentine scanning.
Here, the 2D serpentine scan parameters will be used, as described
in the section “Error Diffusion in 3D” later.

3D Analogs

The three-dimensional equivalent of a pixel is a voxel, which
is a cube rather than a square. Objects in 3D will be composed of a
number of these cubic voxels, much as a 2D image is composed of
pixels. However, while all pixels in a 2D image are relevant, not
all voxels will be. A cuboid workspace is defined around the 3D
object of interest, so the empty space around the object is com-
posed of what will be called exterior voxels. These voxels are
used in calculations but are not operated on, since they have no
tone.

As seen in figures 2 and 3, any 3D object will have some
form of shell of surface voxels (red voxels in the figures) that en-
closes interior voxels (cyan). In the 3D halftoning considered in
this work, the goal is to accurately represent the surface of a 3D
object using black and white voxels. So, as with the exterior vox-
els, interior voxels are used in calculations but never actually oper-
ated on, since their tone is irrelevant. All halftoning is performed
only on the surface voxels of the object.

Figure 2. A sphere, where red voxels are surface voxels and the white

voxels represent empty space.

For a 2D image, a number of standard scanning methods ex-
ist to guide the order in which pixels are visited. Of these, ser-
pentine scan has been shown to be effective [4] in reducing the
artifacts commonly associated with error diffusion. As will be
described in the Surface Traversal section that follows, serpen-
tine scan is mimicked by taking a 3D object in slices and rotating
around the slices in alternating clockwise and counterclockwise
directions.

Surface Traversal

This work draws on the 3D traversal method for error diffu-
sion developed by Brunton, Arikan, and Urban [11]. Their work
breaks up the 3D surface into units more familiar for halftoning
algorithms. An object represented by a 3D array of voxels can
be considered in one-voxel-thick slices in the X-Y plane, moving
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Figure 3. One eighth of the sphere in figure 2, where cyan voxels represent
the interior voxels of the shape

up the object in the +z direction as shown in figure 4. Traversal
moves from the bottom up since this is the order in which a 3D
printer would build an object [19]. Each slice will have a region
of interior voxels enclosed by surface voxels, as shown in figure
S.

Figure 4. A sphere taken in slices moving in the +z direction. The pink
voxels belong to slices already visited, the red voxels are the slice currently
being worked on, and the white/blue voxels are in slices that have yet to be
visited.

Now, the surface voxels in each slice will form some manner
of closed loop around a line parallel to the z-axis, as shown in
figure 6. These voxels can be visited by moving either clockwise
or counterclockwise around that central line parallel to the z-axis.

As can be seen in figure 7 with a segment of the top three
slices of a sphere, the ring of surface voxels within a slice will
be multiple voxels wide when the surface is nearly horizontal.
When this is the case, the traversal described above (in which the
surface voxel ring is moved around in a rotational fashion) will
have to either move radially inward or outward. Using figure 7,
the shown segment of slice z = 35 has surface voxels with y = 14
and y = 15. Considering that the slices are visited in order of
increasing z coordinate and error will be diffused toward adjacent
unvisited voxels, then the surface voxels in {(y,z) : y = 16,z =
36} should be receiving diffused error from the surface voxels in
{(y,z) : y =15,z = 35}. This would make sense, since the voxels
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Fiaure 5. An examole of a slice. with surface voxels in dark blue. interior

Figure 6. The surface voxels in a slice.

in {(y,2) : y = 15,z =35} are closer to those in slice z = 36 than
are those in {(y,z) : y = 14,z = 35}. So, to summarize, the voxels
at y = 15 will receive error from those at y = 14, then those at
y = 16 will receive error from those at y = 15, and so on.

Figure 7. A cutout section of the top three slices of a sphere; the ring of
an object’s surface voxels in a slice can be multiple voxels wide in nearly
horizontal surfaces.

To generalize, the innermost surface voxels of a slice will be
closest to the next slice whenever the surface is facing upward.
The opposite is true for a downward-facing surface. This can be
handled by first computing the normal vector to the surface at each
surface voxel, denoted by n[m,n, p|; voxels whose normal vectors
have positive z components are part of an upward-facing section
of the surface. Then, the distance from each voxel within that slice
to the exterior of the slice, d, can be computed. Using slice z =35
within figure 7 as an example, the voxel with (x,y) = (22,14) has
a distance of 1 from the exterior, (x,y) = (22,15) has distance
2, (x,y) = (22,16) has distance 3, and so on. If the traversal is
moving counterclockwise within a slice, then the next voxel to be
visited should satisfy the following:

e adjacent to the current voxel
e in the counterclockwise direction
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min(dy), for upward-facing surface
[ ]
max(dy), for downward-facing surface

Each loop of surface voxels within a slice is treated almost
like a row of pixels that has been coiled up. So, in order to
adapt serpentine scanning to 3D, the traversal will alternate be-
tween clockwise and counterclockwise directions when moving
from one slice to the next slice, similar to the manner in which 2D
serpentine scanning alternates between scanning rows of pixels
from left to right and right to left.

The first voxel to be visited within a slice will be the one that
has received the most diffused error the from the previous slice.
Then, when the traversal mechanism is determining the next voxel
to visit, it first considers only the surface voxels in the same slice
in a 3x3 neighborhood around the voxel currently under operation
(i.e., adjacent voxels within the same slice). From this neighbor-
hood, surface voxels are split into those in the same direction of
rotation as had been used previously and those in the opposite
direction of rotation; then, within each group, the innermost or
outermost voxel is given priority to be visited next, as according
to the description above. Ideally, the traversal would continue in
the same direction of rotation to a neighboring voxel. If this is not
possible, then the traversal will consider next the prioritized voxel
in the opposite direction of rotation. If this direction also yields
no unvisited surface voxels, then the traversal jumps to the nearest
unvisited surface voxel within the slice and starts again.

Error Diffusion in 3D

As described previously, the 3D object whose surface is be-
ing halftoned is considered in slices moving up the object. The
first non-empty slice encountered will be composed entirely of
surface voxels and exterior voxels. As described in [11], these
surfaces are best halftoned as if they were 2D images in order
to avoid start-up artifacts. The same is the case for the last
non-empty slice of an object. So, the first and last non-empty
slices encountered in an object are considered two-dimensional
and halftoned with a serpentine scan, rather than allowing the 3D
traversal mechanism to spin around the slice as would be the case
for other slices.

When the 3D traversal method is used, error diffusion is ap-
plied by defining the error diffusion filter in the tangent plane to
the surface at the voxel under operation. In order to orient the
filter properly, two vectors are used. To find the vector that de-
fines the vertical direction of the filter, ¥[m,n, p], first v,,[m,n, p]
is computed as the vector from the voxel under operation toward
the next voxel that is to be traversed. Then,

‘_}[m7n7p] = ﬁ[m7nvp} X :t‘;;l [m,n,p] (5)

If traversal is moving counterclockwise, then positive
Vnlm,n, p] is used in equation 5. For clockwise traversal, neg-
ative vy [m,n, p] is used to ensure that ¥[m,n, p] has a positive z
component.

Then, the vector that defines the horizontal direction of the
filter, i[m,n, p|, is defined as

i[m, n, p| = im,n, p| x +ii[m,n, p| ©)

For traversal that is moving counterclockwise, positive
#i[m,n, p] is used in equation 6. For clockwise traversal, nega-
tive 7i[m,n, p| is used to ensure that i[m,n, p| is perpendicular to
both the surface and V[m,n, p] while being oriented toward the
next voxel to be traversed.

An example of the 2D error diffusion filter being applied tan-
gentially to the surface is shown in figure 9, where the multicol-
ored rectangle represents the 2x3 error diffusion filter. While 2D
error diffusion generally traverses an image from top to bottom,
this work moves from the lowest slice to the highest slice. As a
result, the error diffusion filter will have to be modified as shown
below such that one component is still directed toward the next
voxel to be traversed and the other three point toward voxels that
have yet to be halftoned, either in a higher slice or within the cur-
rent slice and closer to the next slice.

w(1,-1] | w[1,0] | w[1,1]

* w[0,1]

Figure 8. Error Diffusion filter for moving up an object in 3D.

Figure 9.  The error diffusion filter is created in the tangent plane to the
surface at the voxel under operation, then projected onto the surface. Here,
the dark red voxels make up the slice being halftoned, and the filter is being
applied at one of the outer voxels in that slice.

In adapting tone-dependent error diffusion to 3D, this work
uses the weight and threshold parameters for serpentine scanning
that were calculated in [18]. That work optimized parameters
by considering patches halftoned by DBS to be ideal, then ei-
ther comparing the DBS patches’ 2D DFTs with those of patches
halftoned with varying error diffusion parameters or using the
DBS cost function; the method used in [20] was similar, but com-
pared the power series of the DBS and error diffusion outputs
instead.

In an object printed or rendered with sufficiently high voxel
resolution, the surface in a small region can be estimated by its
tangent plane with a satisfactory degree of accuracy. Thus, for a
surface treated as two-dimensional in a small region, the parame-
ters for 2D error diffusion will be appropriate. Since the surface
traversal method used here mimics serpentine scanning by alter-
nating between moving clockwise and counterclockwise around a
slice, the 2D serpentine parameters were chosen.
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When traversal is forced to stop and restart at a different
voxel or if the last voxel in a slice is under operation, then there
may not be a next voxel adjacent that can receive the diffused er-
ror that is generated. When this happens, the error is only diffused
with the three upper components of the error diffusion filter.

Results

Shown in figure 10 is a cube halftoned with the TDFED algo-
rithm, and in figure 11 is the same cube halftoned with 3D Floyd-
Steinberg error diffusion. The Floyd-Steinberg cube shows more
pronounced artifacts in the 0.25, 0.5, and 0.75 absorptance re-
gions, which can also be seen in figure 16.

Figure 12 shows a sphere halftoned with the TDFED al-
gorithm, and figure 13 shows the same sphere halftoned with
3D Floyd-Steinberg error diffusion. The Floyd-Steinberg sphere
shows some radial artifacts on regular lines of constant longitude
that are not seen in the TDFED one, and the Floyd-Steinberg
sphere shows comb patterns on lines of constant latitude. Both
of these artifacts can be seen more clearly in figures 14 and 15,
which show one-eighth cutouts of both spheres.

Conclusion

Compared with the outputs generated by 3D Floyd-Steinberg
error diffusion, the 3D TDFED algorithm produces images with
notably fewer artifacts. Looking at figures 10, 11, , and the ar-
tifacts that are most apparent in Floyd-Steinberg are the stripes
in the cube around each quarter, which the tone-dependent cube
avoids. In figures 12, 13, 14, and 15, the radial artifacts on lines of
constant longitude and the comb artifacts on lines of constant lat-
itude are the most evident flaws in the Floyd-Steinberg examples
that the tone-dependent examples improve on.
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35

250

20

100,

Figure 11. FSED-halftoned cube of dimensions 380x380x380 that changes
from 1 absorptance to 0 absorptance in the positive x direction.

Figure 12.  TDFED-halftoned sphere of radius 190 with a constant input
tone of 0.5 absorptance.
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TDFED-halftoned cube of dimensions 380x380x380 that
changes from 1 absorptance to 0 absorptance in the positive x direction.
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Figure 13. FSED-halftoned sphere of radius 190 with a constant input tone
of 0.5 absorptance.
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Figure 14. One-eighth cutout of a TDFED-halftoned sphere of radius 190
with a constant input tone of 0.5 absorptance.
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One-eighth cutout of a FSED-halftoned sphere of radius 190

with a constant input tone of 0.5 absorptance.
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Figure 16. Cube faces
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