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Abstract
In this paper, we conducted two different studies. Our first

study deals with measuring the flickering in HMDs using a self-
developed measurement tool. Therefore, we investigated several
combinations of software 360◦ video players and framerates. We
found out that only 90 fps content is leading to a ideal and smooth
playout without stuttering or black frame insertion. In addition,
it should be avoided to playout 360◦ content at lower framerates,
especially 25 and 50 fps. In our second study we investigated the
influence of higher framerates of various 360◦ videos on the per-
ceived quality. Doing so, we conducted a subjective test using 12
expert viewers. The participants watched 30 fps native as well as
interpolated 90 fps 360◦ content, whether we also rendered two
contents published along with the paper. We found out that 90
fps is significantly improving the perceived quality. Additionally,
we compared the performance of three motion interpolation algo-
rithms. From the results it is visible that motion interpolation can
be used in post production to improve the perceived quality.

Introduction
Nowadays, various affordable Head-Mounted Displays

(HMD) are available in the market and more and more 360◦ video
contents are released, e.g. on YouTube. (cf. [6]). Regarding 360◦

video or Virtual Reality (VR), the end user’s Quality of Experi-
ence (QoE) is influenced directly or indirectly by many technical
and perceptional factors. There are possible problems along the
whole processing pipeline concerning video capturing, encoding,
transmission, decoding and consumption.

Even the way how a 360◦ video is processed and displayed at
the end user’s HMD system is influenced by many conditions like
the video characteristics, the used video player, the underlying VR
framework like e.g. SteamVR, the graphics card and the graphics
driver.

For this reason, in most subjective evaluations the end-to-end
chain for 360◦ video streaming is considered as a black box as we
also are doing in this study. This is reasonable because Virtual
Reality (VR) systems like HMDs or their connected frameworks
are still changing a lot due to new technologies and developments.

During selection of suitable contents for our former con-
ducted subjective tests, we found out that most publicly available
360◦ video material has a framerate lower than 50 fps. The com-
mon used framerate for these contents is 30 fps. Furthermore, we
observed that in some videos moving objects are stuttering signif-
icantly, especially when they are passing by the camera. Appar-
ently the stutter intensity depends on the speed and the direction
of the movements.

Starting from this identified problem, we analyzed the video

processing in the end-to-end chain of a 360◦ video pipeline. Ad-
ditionally we investigated the HTC Vive Pro, which we also used
in some of our conducted tests (cf. [3]). Usually, HMDs panels
like e.g. Oculus Rift, HTC Vive and HTC Vive Pro have a refresh
rate of 90 Hz.

Regarding e.g. the human critical fusion frequency (cf. [5],
[2], [9]) this seems very beneficial but it is also very problematic
because most of all 360◦ videos are not matching this framerate.
This is leading to the fact that software players and HMD systems
are required to compensate this framerate mismatch.

Therefore objective measurement tools are needed to reveal
the implications of video processing in HMD related players and
panel technologies. Moreover, it is required to analyze whether
motion interpolation (MI) is a suitable technology to improve the
QoE of low framerate 360◦ contents. Within this study, we will
focus on the following three research questions:

• To what extent the internal playback processing of the HMD
is influencing the content shown to the user?

• Can MI be used to improve the quality of 360◦ videos?
• If MI should be used: which algorithm could be recom-

mended to achieve a higher QoE? Is this content dependent?

To investigate the identified research questions we conducted sev-
eral tests. In our first test, we are physically measuring the HMD
video playout using a self-developed measurement setup and sev-
eral software 360◦ players. As a second step, within a subjective
test we initially displayed two computer generated imagery (CGI)
contents rendered at different source framerates to expert view-
ers. Then we analyzed to what extent the general perceived video
quality is affected by the different framerates. In the second part
of the subjective test, we displayed four 30 fps 360◦ videos and
the interpolated versions of the video with 90 fps framerate in a
pair comparison test. Here, we used three different MI algorithms.

The paper is organized as follows. The following section de-
scribes the physical measurement setup. After discussing the re-
sults of the objective measurements, in the subsequent section the
subjective test design will be presented, motivated by the results
from our measurements. Afterwards, the results of the subjective
test are discussed. In the last section we will conclude our work
and identify some future work.

Related work
We already conducted a series of subjective tests for inves-

tigating 360◦ video QoE. Our work focuses on perceived 360◦

video quality [12], methods to evaluate user behavior [4], used
streaming algorithms or methods [13], test methods [11] or con-
tent analysis, e.g. saliency in [7].
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In the literature, a series of subjective tests investigating 360◦

video QoE can be found. For example, Schatz et al. investigated
the influence of stalling in the context of 360◦ video streaming
[10]. Furthermore, Xu et al. analyzed the exploration behav-
ior of the subjects, where they also investigated the perceived
video quality [15]. Zhou et al. compared the quality for omnidi-
rectional images using various resolutions and encoding settings
[19]. Other studies in the area of QoE evaluation for omnidirec-
tional contents were done by Tran et al. [14], Zhang et al. [18] and
Yang et al. [16].

There is also literature available dealing with the influences
of framerate on the QoE. Mackin, Zhang, and Bull conducted a
subjective study using standard 4K video content with various
framerates up to 120 fps. They found out that the framerate has a
significant impact on the perceived quality [8].

Regarding influences of framerate on the quality of 360◦

videos, we were not able to find appropriate literature. This is
probably also related to the fact that 360◦ contents mostly are not
available in framerates higher than 60 fps, usually only 30 fps.

Flicker Test
Our first approach is to measure how head-mounted displays

(HMDs) are handling different input framerates using various
360◦ video players. Our VR system used in this study consists
out of SteamVR v1.6 on a newly installed Windows 10 system
with typical high-quality VR specs (Intel Core i7 CPU, Nvidia
GTX 1080, NVMe M.2 SSD). Further, we use the latest versions
of popular 360◦ video players: GoPro VR player1, Virtual Desk-
top2 and Whirligig3. To analyze the way how HMDs are handling
videos with different framerates, we developed our own test sys-
tem consisting of special test videos (flicker test sequences) and
special sensor hardware to show what the HMD displays to the
user.

Test Stimuli
Our developed flicker test stimuli consists of black and white

frames, where every uneven frame is white and every even frame
is black. The resolution of this video sequence is 3840 x 2160
px. As next step, we rendered such sequences with 25, 30, 50,
60 and 90 fps using ffmpeg. For excluding any artifacts related
to encoding and providing a smooth playback, we encoded the
video stimuli with libx265 encoder and a Constant Rate Factor
(CRF) of 0. 90 fps was selecte as highest framerate because the
panel of the HTC Vive Pro has a fixed refresh rate of 90 Hz as
well as other popular HMD systems like e.g. the Oculus Rift. To
measure the actual playback of our HMD system, we developed
an analog frontend consisting of a photodiode, a transimpedance
amplifier and a buffer, compare Figure 1. The photodiode has a
spectral range adapted to the human eye and its sensitivity is 9
nA/lx, which results in a dynamic range of 100,000 lux. With this
setup we are able to measure flickering up to 100 kHz.

Test Method
While playing the test sequences in a dark environment, our

tool is placed above the HMD display and detects every single

1http://www.kolor.com/gopro-vr-player/download
2https://store.steampowered.com/app/382110/Virtual_

Desktop
3http://www.whirligig.xyz/new-page-3

Figure 1. Physical Measurement Setup;

frame by its photodiode. As a result all changes from black to
white can be seen on an oscilloscope and recorded via data logger.
We used a LeCroy MSO 104MXs-B Mixed Signal Oscilloscope
with 1 GHz bandwidth and a sample rate up to 10 GS/s. A combi-
nation of five test videos, three 360◦ video players with different
video backends was analyzed.

For identifying repeating waveform patterns, we conducted
short time and long time measurements. Furthermore, we re-
peated our measurements at least thrice to ensure stability of our
results. Altogether we collected more than 80 data sets.

Results
Figure 2 shows the measurement result of the 90 fps flicker

test sequence with our common setup Vive Pro HMD and
Whirligig player. On the X-axis the time in seconds is shown
while the Y-axis shows the relative intensity from 0 to 100%. As
mentioned before, the flicker test sequence only consists of repet-
itive black and white frames. In the diagram every peak of the sig-
nal (highest relative intensity) is representing a white frame. The
troughs with the lowest relative intensity stand for black frames.
From the results it is visible that the 90 fps video fits perfect to the
fixed 90 Hz refresh rate of the Vive Pro panels. Every 0.1 seconds
9 frames are recorded in a uniform way, while no frame mani-
pulation can be noticed. While playing the test video, the HMD
displayed a homogeneous grey picture without any breaks or stut-
tering. Due to the high light intensity and the HMD’s FOV the
critical flicker frequency (CFF) is increased (cf. [2], [9], [5]), so
flickering was slightly perceptible. This result can be considered
as a reference for the following measurements.
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Figure 2. HTC Vive Pro, Whirligig player, 90 fps

As it can be clearly seen in Figure 3, the test sequence with
25 fps evokes a complete different waveform pattern. The du-
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ration of the black and white frames is fluctuating. This occurs
because the VR system has to adapt the 25 fps video to the 90 Hz
panels of the HTC Vive Pro with an uneven multiplication factor
of 3.6. Due to the so-called sample-and-hold effect4 even OLED
panels suffer from motion blur. If it is not possible to increase
the refresh rate of the panel, the only way to reduce this kind of
motion blur is to insert additional black periods between the re-
freshes, also called black frame insertion (BFI).

From the plots it is apparent that the VR system uses BFI.
According to the duration of the white frames, two or three black
periods (flickering) are inserted. All these factors lead to charac-
teristic motion artifacts that can be perceived by the user as e.g.
stuttering and flickering of the video.
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Figure 3. HTC Vive Pro, Whirligig player, 25 fps

On the basis of an integer multiplication factor of 3, the 30
fps test video leads to a very uniform plot (cf. Figure 4). Every
frame has the same duration and every white frame has the same
amount of additional black periods between the refreshes. Be-
cause of the long display duration of 33 ms per black frame the
periodic changes from black to white can still be seen.
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Figure 4. HTC Vive Pro, Whirligig player, 30 fps

The 50 fps test video shows an unequally distributed wave-
form pattern (cf. Figure 5). The duration of the black and white
frames is fluctuating because the VR system has to adapt the 50
fps video with to a refresh rate of 90 Hz using an uneven multipli-
cation factor of 1.8. It is noticeable, that some white frames have
a BFI and some of them not.

4https://www.blurbusters.com/faq/oled-motion-blur
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Figure 5. HTC Vive Pro, Whirligig player, 50 fps

With a multiplication factor of 1.5, the 60 fps test video leads
to a quite uniform plot (see Figure 6). Every frame has the same
duration and every white frame has the same amount of additional
black periods between the frame refreshes. Because of the short
display duration of approximately 16.7 ms per frame, flickering is
hardly visible.
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Figure 6. HTC Vive Pro, Whirligig player, 60 fps

With the Virtual Desktop player we had similar results. The
layout and the way BFI is used were basically identical. Com-
pared to Whirligig, Virtual Desktop needed up to 50% less GPU
and CPU workload for playout.

The GoPro VR player was tested with two different video
backends: VLC using libVLC to decode the video and Direct-
Show with the LAV Filter codec pack. According to the GoPro
VR Documentation5 the use of DirectShow is deprecated but still
allowed. With both options we had severe flickering and stutter
issues, leading to the fact that we won’t use this player for future
tests.

In summary we developed a measurement tool for analyz-
ing the video output of typical VR and 360◦ video setups. We
can be sure that our VR system runs stable without any dropped
frames. Furthermore we are able to identify and to describe frame
manipulation effects (e.g. BFI) of HMDs.

5http://www.kolor.com/wiki-en/action/view/GoPro_VR_
Documentation
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Subjective Test
Based on the previously performed physical measurements

it is required to perform a more detailed analysis with test sub-
jects to finally find out how different framerates have an influence
on the perceived quality. Therefore we designed a subjective ex-
pert test, while participants were video and audio QoE experts.
We used two self-rendered CGI videos, Moonrise and Starfield.
These contents are also publicly available at 6. We decided to use
CGI content, because in this case we can control the real fram-
erate and the characteristics of the resulting videos. The videos
were played out using Whirligig player because it also provided
good results in our flickering test.

In the subjective test we also wanted to investigate, whether
the usage of motion interpolation (MI) algorithms leads to better
results for real 360◦ videos, mostly only available in 30 fps. For
that we selected 4 360◦ videos from YouTube with 30 fps framer-
ate, 20 s duration and 3840 x 1920 px resolution. As it is visible
from the SI/TI plots in Figure 7 the contents are representing dif-
ferent categories of motion. Source Content (SRC) 2 does not
have much motion. SRC 3 and 4 with a moderate amount of mo-
tion are leading to typical stuttering effects. We also decided to
integrate one content with a high amount of motion, where people
are dancing around the camera (SRC 5).
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Figure 7. SI/TI values of used contents

Test Stimuli
In Figure 8, the rendered CGI contents are shown. The 20

s long SRC Moonrise, where a moonrise in the desert at night
is shown, is only used in the training phase of our test to make
them sensitive for framerate variations. We rendered the SRC us-
ing Blender 2.797 using Cycles8 and a panoramic camera with an
equirectangular lens type. While rendering the sequence, it espe-
cially was important that the attention of participants is directed to
the movement of the moon. For preventing additional movement
artefacts by head movements, we payed attention that subjects can
perceive the whole movement of the moon without turning their
head. In total, we used two different Processed Video Sequences
(PVS) of Moonrise in the training phase: 30 fps and 90 fps.

6https://git.io/fhSUR
7https://www.blender.org
8https://www.cycles-renderer.org

In the next CGI test sequence Starfield, SRC6, the predom-
inant stimulus in this 30 s long sequence is the movement of the
objects – stars. These movements are very linear and predictable
to prevent physical stress of test participants.

Figure 8. Moonrise (left) and Starfield (right) test sequence

To reduce the chromatic aberration, caused by the Fresnel
lenses of the HMD, we changed the color of the stars from RGB
(255,255,255) to RGB (200,136,000). This lowers the color con-
trast ratio significant from 21:1 to 7:1 and reduces color fringes.
We created this content using the described Blender setup. We
rendered five different videos with 25/30/50/60 and 90 fps with a
resolution of 3840 x 1920 px. For every version it was required to
adjust the animation to ensure a constant speed value of the stars.

To exclude any influence from the encoding, at first all SRCs
were converted using the same settings used for the flicker test
sequences and rescaled to a resolution of 3840 x 1920 px. To
investigate whether the usage of MI can improve the perceptual
quality, we interpolated all contents to 90 fps using three different
MI methods. Two MI methods are included in ffmpeg, whether
we used a simple blending of the frames and mci (motion com-
pensated interpolation), while overlapped block motion compen-
sation was activated. As third MI technology, we used v0.2.3 of
butterflow9, which is combining pixel-warping and blending for
rendering the intermediate frames.

Test method
After pre-screening the subjects for accurate vision and color

charts using Snellen (20/25) and Ishihara charts, they had to fill in
a consent form. After introducing the subjects to the test proce-
dure, the HMD was correctly mounted on the head. In addition,
the interpupillary distance (IPD) was set to a default value of 62
for female and 65 for male participants (cf. [1]). At first, both
PVS of the training sequence Moonrise were played out, while
subjects had to rate the general perceived visual quality using the
Absolute Category Rating (ACR) scale. At next, all 5 PVS of the
Starfield content were played out, while subjects had to again rate
the quality using the ACR scale. In the last part of the test, pairs
of videos were played out to the subjects. At first, the reference
video in 30 fps was shown, while afterwards the interpolated ver-
sion using the respective MI algorithm was displayed. After each
pair, participants had to decide, whether they would prefer the
first or the second video or if they have no preference. To reduce
symptoms of simulator sickness after half of the PVS, subjects
had the possibility to make a short break. All playlists in the test
were randomized.

Results
12 subjects participated in the test, while one was female, 11

male and the average/median age was 33/35.

9https://github.com/dthpham/butterflow
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In Figure 9 the Mean Opinion Scores (MOS) with 95% Con-
fidence Intervals (CI) are shown for the content Moonrise. From
the plot, it is clearly visible, that the 90 fps version of the content
is leading to a significant better quality (4.5 MOS) than the 30
fps version (2.0 MOS). This probably is related to the fact that in
the 30 fps content people can perceive the stuttering of the mov-
ing moon, leading to a worser quality rating. For 90 fps most of
the subjects perceived the movement as smooth, leading to a good
perceived quality. All in all it can be concluded that stuttering has
a strong influence on the QoE.

30 90

Framerate

1

2

3

4

5

M
O
S

Figure 9. MOS results for content Moonrise

In Figure 10, the MOS with 95% CI are shown for the dif-
ferent framerates of the content Starfield. Like in Figure 9, it is
definitely visible that the 90 fps content was again clearly stated
as best quality by all subjects, reflected in a high MOS (4.7). This
also can be supported by the fact that most of the subjects were
surprised by the smoothness of the moving stars while watching
that video. This is probably related to the fact of that in lower
fps versions the stars are stuttering. This is especially visible for
stars near to the camera, which are "splitted" to multiple stars.
The 25 and 30 fps contents only were rated with "poor" (2.2 and
2.6 MOS), while 50 and 60 fps were rated as "fair" (3.1 and 3.3).
To be concluded, subjects were able to see clear differences be-
tween the single framerates of the Starfield content, while the 90
fps version was clearly stated as the best. This is visible for both
CGI contents, despite of the low number of subjects.
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Figure 10. MOS results for content Starfield

In Figures 11, 12 and 13, the results of the comparison be-
tween the SRC in 30 fps and the interpolated 90 fps version using
the mentioned MI algorithms are shown for all SRCs.

In 11 the preference of butterflow versus the reference video
is plotted. It is visible, that the butterflow interpolated version was
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Figure 11. Reference vs butterflow

always preferred over the source video, even though differences
can be perceived in between the SRCs. For SRC 2, the difference
is not so clearly visible. A few participants were not able to see a
difference between the two versions of the video. This probably
can be related to the fact that compared to the other videos the
amount of motion was relatively small. In SRC 3 and 4, leading
to typical stuttering effects especially when objects or persons are
passing by the camera, there is a very clear preference for the in-
terpolated version of the video. For SRC 5, where fast and sudden
movements were included, there is not such a clear preference for
the 90 fps version, interpolated using the butterflow filter. One
possible reason could be that due to the MI, so-called mosquito
artifacts or noise are introduced, visible as "clouds" around mov-
ing objects. Due to Zeng et al., mosquito noise is having a strong
negative impact on video quality (cf. [17]), leading to the fact
that the reference video with no mosquito artifacts but stuttering
effects is often preferred. Summarizing, for improving the per-
ceived quality of most 30 fps 360◦ contents, the butterflow filter
could be applied, increasing the framerate of the video. For SRC
2, differences are not as visible as for the other SRCs, while for
higher motion videos the butterflow filter does not give as good
results as for SRC 3 and 4.

Figure 12 shows the preference of the interpolated video us-
ing blending frames versus the reference video. From the plot, it
can be deduced that the preference for the interpolated video is
not clearly visible, irrespective of the shown content. The minor-
ity of participants preferred the interpolated version of the content
over the reference video. This probably is related to the fact that
blending leads to blurred images, leading to either a preference of
the reference video or an equal rating of the shown pair. It can
be summarized, that ffmpeg blend is not leading to a significant
better quality. It is rather decreasing the quality than improving it
and should not be used for MI of 360◦ contents.

In Figure 13 the preference of the interpolated video using
ffmpeg mci versus the reference video is shown. From the results
it is clearly visible that for most of the contents the interpolated
version is preferred over the reference video. Because of the slow
camera movements, for SRC 2 the preference of the interpolated
video is not as clearly visible as for the other contents. For SRC 5,
the interpolated video is also clearly preferred. From the results it
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Figure 12. Reference vs blend

also can be concluded that ffmpeg mci is more suitable for interpo-
lating fast movement contents than butterflow, which is especially
visible for SRC 5 in Figure 13.
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Figure 13. Reference vs mci

Conclusions and Future Work
Within the paper, we conducted two studies: One objective

measurement and one subjective test using HTC Vive Pro. In the
objective measurement, using an oscilloscope and a photodiode,
we found out that on our system the Whirligig and Virtual Desk-
top player are offering a smooth playback for 90 fps content with-
out dropped frames or flickering. However, on the used system
using Virtual Desktop the workload for decoding the 360◦ videos
is up to 50% lower compared to the Whirligig player. In addition,
we found out that the playback of 25, 30, 50 and 60 fps content is
leading to frame fluctuation and frame manipulation (BFI). This
is related to the fact that the content is displayed on the 90 Hz
panel of the HTC Vive Pro, while the interpolation is done. We
also recognized that for the GoPro VR Player more often frame
drops are occuring.

In our second study, we found out that the native 90 fps ver-
sions of two CGI contents are clearly preferred over lower fram-

erate versions of the content. In the second part of the subjective
test, we investigated whether MI could be used for improving the
overall quality of 30 fps 360◦ videos. From the results it is signifi-
cantly visible that MI is a tool to clearly improve the video quality
and reduce typical stuttering artifacts in 30 fps 360◦ videos. We
also found out that ffmpeg mci should be preferred over butterflow
for interpolating 30 fps to 90 fps content, especially for contents
with a high amount of motion. However, for videos with low
motion the difference between the interpolated and the reference
video is not clearly visible.

In the future, we will compare different MI technologies
among each other to find out which algorithm can be used for
given SRCs with various movement characteristics to reduce stut-
tering. For doing so we want to conduct a test using naive partic-
ipants.
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