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Abstract
Objective quality assessment of compressed images is very

useful in many applications. In this paper we present an objec-
tive quality metric that is better tuned to evaluate the quality of
images distorted by compression artifacts. A deep convolutional
neural networks is used to extract features from a reference im-
age and its distorted version. Selected features have both spatial
and spectral characteristics providing substantial information on
perceived quality. These features are extracted from numerous
randomly selected patches from images and overall image qual-
ity is computed as a weighted sum of patch scores, where weights
are learned during training. The model parameters are initialized
based on a previous work and further trained using content from
a recent JPEG XL call for proposals. The proposed model is then
analyzed on both the above JPEG XL test set and images distorted
by compression algorithms in the TID2013 database. Test results
indicate that the new model outperforms the initial model, as well
as other state-of-the-art objective quality metrics.

Introduction
Continuous improvements in digital imaging and video keep

motivating broadcasters and service providers to supply contents
of superior visual quality to their viewers, despite larger stor-
age and transmission requirements. Compression is used to re-
duce such resources. The principal trade-off in compression is
between perceived quality of the compressed content and trans-
mission rate. The goal of efficient state-of-the-art compression
algorithms is to achieve lower rates while maintaining the quality.
Compression related artifacts such as blur, blocking, ringing and
change in contrast can distort a content and reduce its perceived
quality. It is therefore important for content providers to be able
to anticipate the degree of annoyance caused by such distortions,
and to optimize their systems accordingly.

Quality assessment methods provide means of analyzing a
content either subjectively or objectively. Subjective quality as-
sessment methods employ human subjects and evaluate the qual-
ity of contents by collecting viewers ratings. While this is the
most reliable form of measuring the quality of contents, the pro-
cess is highly impractical in terms of time and labor costs. Objec-
tive quality assessment methods are more practical since they rely
on mathematical models to evaluate the degradation and overall
quality of contents. However, ensuring a good correlation be-
tween objective metrics and subjective ratings is a challenging
problem. The general interest in image quality assessment (IQA)
is to introduce an objective image quality metric (IQM) that is
able to determine the quality of an image with high accuracy, i.e.,
with high correlation to the would-be perceived quality.

The simplest measure to assess the quality of distorted im-

ages in a full reference (FR) framework, i.e. when the reference
image is available, is a difference-based metric called the peak
signal to noise ratio (PSNR). PSNR and its derivatives do not
consider models based on the human visual system (HVS) and
therefore often result in low correlations with subjective quality
ratings. [1]. Metrics such as structural similarity index (SSIM)
[2], multi-scale structural similarity index (MS-SSIM) [3], feature
similarity index (FSIM) [4] and visual information fidelity (VIF)
[5] use models motivated by HVS and natural scenes statistics,
resulting in better correlations with viewers’ opinion.

Numerous machine learning based objective quality metrics
have been reported in the literature. Weighted Average Deep Im-
age Quality Measure for FR-IQA (WaDIQaM-FR) [6] is an end-
to-end trained method that extracts features from reference and
distorted image patches using convolutional filters. Recently, we
have proposed a new model inspired by WaDIQaM-FR architec-
ture that will be referred to as MTID2013 in the reminder of this
paper [7]. Besides changes in the architecture and learning pa-
rameters when compared to those used in [6], MTID2013 incor-
porates both spatial and spectral information in its extracted fea-
tures and consequently delivers more accurate results.

To the best of the authors’ knowledge, none of the meth-
ods cited have been specially adjusted to compression artifacts,
but trained using many different distortions in addition to com-
pression, such as various types of noise, distortions due to quan-
tization as well as transmission and sampling errors [8]. In this
paper, we propose a FR-IQA based on deep convolutional neu-
ral network that is able to objectively predict the quality of dis-
torted images suffering particularly from compression artifacts.
The same architecture as in [7] is used and further trained with
a new database that contains compression-based distortions only.
This will make it more likely for the final model to correlates with
subjective ratings when compared to the previous model, when
evaluating the quality of compressed images.

The rest of the paper is structured as follows. The proposed
framework is described in details in the next section. Experiments
and results are reported after the framework description. The pa-
per ends by providing an overview on the performance, followed
by discussions as well as future directions.

Proposed Framework
The proposed framework is identical to the architecture in-

troduced in [7]. Features extracted from both a reference image
and its distorted version are concatenated into a single feature vec-
tor that is passed onto the fully connected layers for regression
and an objective quality score is assigned to the output. We used
a Siamese network to extract features from both the reference and
distorted images as in [6], whereas the design of convolutional
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layers and the preferred building blocks have been changed.
Both color images and the wavelet decomposition of their

grayscale versions up to three scales were used as input. 2-D
wavelet decomposition is known to be effective in image process-
ing tasks such as denoising, interpolation, sharpening and com-
pression by providing information about both the spatial and the
frequency components of an image in different scales. The com-
pression related distortions in natural image databases affect dis-
tinct frequency areas in images differently. It is therefore impor-
tant to analyze differences in both high frequency components
and low frequency approximations of the reference and distorted
images. Hence, the discrete wavelet transform of the reference
and the distorted images were computed up to three scales using
Daubechies wavelets and the resulting coefficients were used as
features [7].

The architecture in VGGnets [9] was used to build convolu-
tional layers and added residual connections resulting in a model
that is easier to optimize and exhibits lower training error when
the depth increases [10]. The input images are divided into Np
randomly selected patches. The dimensions of each patch were
128×128 pixels, thereby resulting in wavelet decompositions of
size 64×64, 32×32 and 16×16. Images were normalized prior
to network processing. The proposed VGGnet inspired residual
convolutional layers are comprised of 8 to 10 weight layers with
3 to 4 shortcut connections for wavelet coefficient inputs and color
patch inputs, respectively. The features are extracted using a se-
ries of 3x3 conv 32, 3x3 conv 32, 3x3 conv 64, 3x3 conv 64, 3x3
conv 128, 3x3 conv 128, 3x3 conv 256, 3x3 conv 256, with an
addition of 3x3 conv 512, 3x3 conv 512 for the color input. The
shortcut connections for residual architecture are established by
1x1 convolutional filters of size 64, 128 and 256, with an addi-
tional filter of size 512 for the color input. The downsampling
is performed by using convolutional layers of stride 2 instead of
pooling. At the end of each branch a 1x1 convolutional layer
was used with 16 filters to reduce the output size. Further di-
mensional reduction was performed for the branches with input
size greater than 16× 16 by using max pooling. All max pool-
ing layers have 2× 2-size kernels. The output of each branch is
then concatenated to form the final features vector, as shown in
figure 1. The convolutional layers of same output size are acti-
vated through a leaky rectified linear unit (Leaky ReLU) where
LeakyReLU(x) = max(0,x) + 0.01×min(0,x). This activation
function allows a small non-zero gradient when the unit is not ac-
tive, thereby preventing all outputs from reducing to zero. Instead
of random initial weights, those used in the model MTID2013
were used[7]. This model was trained and tested on the TID2013
image database [8] which contains 24 distortion types, of which
only 2 are compression related.

The complete architecture of the proposed network is de-
picted in Figure 2. Following the feature extraction of both ref-
erence and distorted image patches, the distorted image features
fD are concatenated with the reference image features fR. More-
over, we also add the difference vector fD − fR as the accuracy of
the model is reported to increase by using this configuration [6].
The features vectors are then passed through two fully connected
layers for regression, FC 256 and FC 1. Between these layers
the Leaky ReLU activation prior is used to dropout regularization
with a ratio of 0.5 in order to prevent over fitting[11]. The fea-
tures vector is separately fed into two fully connected layers to

Figure 1. Feature extractor composed of convolutional layers, as previously

shown in Figure 2 as the CNN block. Inputs of the first three branches from

left to right are the wavelet coefficients of the 128× 128 image patch, where

S3 corresponds to the coarsest and S1 corresponds to the finest scale. The

rightmost branch is the color image patch branch. Features are extracted

using a VGGnet inspired architecture involving shortcut connections and 1x1

convolution at the end for dimensional reduction. Max pooling is also applied

when necessary. Features vectors of four branches are concatenated into a

final features vector of the input image patch.

compute local patch weights. The architecture of this block is the
same with the output regression layer, FC 256 and FC 1. Between
these layers, ReLU activation prior to dropout with a ratio of 0.5
is used. Furthermore, a final ReLU activation is applied before
weight computation, in order to ensure that weights are greater
than or equal to zero. Afterwards a small constant ε = 1e−6 is
added to the weights to prevent zero weights.

Figure 2. The proposed framework for training and testing our model. Fea-

tures are extracted from both reference and distorted image patches, using

color information and wavelet decomposition. The reference and distorted

features vectors are concatenated, also with a third difference vector. The fi-

nal features vector is passed through parallel fully connected layers for local

weight estimation and patch score estimation. Overall score of each image

is computed as a linear combination of the weighted patch scores.
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For an input patch i, the computed weight is ai such that
ai = max(0,a∗i )+ ε where a∗i is the output prior to ReLU activa-
tion. The quality of patch i is computed in the parallel regression
branch as yi. The overall image quality is then computed as a
linear combination of patch qualities and patch weights:

q̂ =
∑

Np
i aiyi

∑
Np
i ai

(1)

The mean squared error is used between the computed image
quality and the ground truth, i.e., the mean opinion score (MOS)
rating of the image as our loss function. The proposed network is
trained iteratively by back propagation [12, 13] over a number of
epochs using batch-wise optimization until the error is stabilized.
In each batch, one image is used, from which Np = 128 patches
are extracted. Data augmentation is carried out by flipping each
image from left to right and choosing additional Np = 128 patches
from each of the flipped images. As was done in [6, 7], patches
are randomly sampled in every epoch to introduce as many differ-
ent inputs as possible to the network during training. The ADAM
method [14] is used for batch optimization with the recommended
parameters of β1 = 0.9, β2 = 0.999, ε = 10−8 and a decaying
learning rate starting from lr = 10−4 with a decay percentage of
10% every 5 epochs. The loss is computed on a separate vali-
dation set at the end of each epoch, where the validation set is
defined at the beginning of the algorithm instead of choosing ran-
dom patches at every epoch in order to ensure stability. The final
model used for accuracy tests is the model with least validation
error.

Experiments and Results
Datasets

The first model MTID2013 was trained on the TID2013
database. Here, the parameters of MTID2013 were used for ini-
tialization and training was further continued using the JPEG XL
database [15].

The TID2013 database contains 25 different contents rep-
resented by 3000 distorted images of the same resolution, i.e.
512× 384, in which for each reference image there are 24 types
and 5 levels of distortions. A wide spectrum of distortion types
have been included in this database, including additive Gaussian
noise, Gaussian blur, high frequency noise, quantization noise and
sparse sampling and reconstruction. JPEG and JPEG 2000 coding
are the only compression related distortions within the TID2013
database. MOS values of the database lie in the range [0,9] with
0 being the lowest quality score and 9 the highest. 15 reference
images and their corresponding distorted versions were used for
training, 5 left for validation and the remaining 5 for testing.

The JPEG XL database contains 7 different contents repre-
sented by 305 distorted images, where for each reference image
there are 11 types and 3 to 4 levels of distortions. The resolu-
tion of images are typically varying between HD and UHD. All
11 types of distortions result from compression algorithms, i.e.
use of different codecs, including JPEG [16], JPEG 2000 [17],
HEVC/H.265 [18] and WebP [19] anchors along with seven pro-
ponents who submitted new compression algorithms for consider-
ation. Subjective experiments have been conducted at Ecole Poly-
technique Fédérale de Lausanne (EPFL) with the participation of

18 consenting subjects in a controlled environment [20], using the
Double Stimulus Impairment Scale (DSIS) Variant I to compare
the subjective quality of different coding schemes [21]. MOS val-
ues of the database lie in the range [1,5] with 1 being the lowest
quality score and 5 the highest. We have mapped these scores to
the range of TID2013 scores, i.e. [0,9], assuming a linear map-
ping. The JPEG XL dataset was separated into training, validation
and test sets randomly, using 4, 1 and 2 images respectively.

Results on JPEG XL Database
The model was trained on the JPEG XL image database us-

ing a 5-fold cross validation. The total number of epochs was
140 for each fold, and the model with the lowest validation loss
was selected as the final model. The averaged training and valida-
tion losses are shown in Figure 3. We can see that the validation
error keeps decreasing at a very slow pace over the epochs, af-
ter a steep fall within the first five epochs. Table 1 presents the
performance comparison of tested objective metrics in terms of
the PLCC and SROCC values with respect to the MOS values of
each image, averaged over all test images. We have used the same
test images to evaluate the PSNR, MS-SSIM, FSIMc (c stands for
color), MTID2013 and MJPEGXL metrics. Figure 4 depicts the
performance improvement of MJPEGXL over MTID2013. The
linear fitting shows that MJPEGXL scores and the MOS correlate
highly whereas MTID2013 scores employ a flatter trend.

Figure 3. Training and validation losses of the proposed model (left) and an

enlarged plot of the validation loss (right) over 140 epochs.

Performance comparison of objective quality metrics PSNR,
MS-SSIM, FSIMc, MTID2013 and MJPEGXL in terms of PLCC
and SROCC on the JPEG XL test set.

IQM PLCC SROCC
PSNR 0.7433 0.7132
MS-SSIM 0.7410 0.8413
FSIMc 0.5809 0.7770
MTID2013 0.7358 0.7791
MJPEGXL 0.7505 0.7395

Results on TID2013 Database
We have also tested our final model on the TID2013 test set,

which is the same test set used in [7]. Here we only include im-
ages that have been distorted by compression-related artifacts, i.e.
JPEG and JPEG 2000 compressed images. We have a total of
50 test images from the TID2013 test set, associated with 5 dif-
ferent reference images. Instead of using Np = 128 as we did
for the high-resolution JPEG XL test images, we reduced Np to
32, as was done during the training of the initial model. Table 2
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Figure 4. Scatter plot of predicted scores vs. MOS on JPEG XL test set,

with linear fitting for MTID2013 and MJPEGXL models.

shows that the performance of our new model is superior to the
initial model on the compressed images test set, which illustrates
that our new model is better-suited for evaluating the quality of
compressed images in both TID2013 and JPEG XL databases.
This improvement is also depicted in Figure 5, where the linear
fitting on the predicted scores using MJPEGXL correlates more
with the underlying MOS when compared to MTID2013. An ex-
ample image from TID2013 test set is included in Figure 6 with
a maximum difference of 0.58 between the predicted scores and
underlying MOS.

Performance comparison of objective quality metrics
MTID2013 and MJPEGXL in terms of PLCC and SROCC on the
images with compression artifacts in the TID2013 test set.

IQM PLCC SROCC
MTID2013 0.8725 0.8743
MJPEGXL 0.8975 0.89545

Conclusion
In this paper we have introduced a new objective metric for

full reference image quality assessment. Our metric is trained us-
ing deep convolutional neural networks and tuned to predict the
quality of images distorted by various compression artifacts. Our
model parameters are initiated using a previous objective met-
ric that is also learning-based, but trained on a dataset contain-
ing numerous types of distortions. We further trained our pre-
vious model on the JPEG XL dataset, which is composed of 7
contents and their compressed versions using 11 different codecs
and 4 different bitrates. Results indicate that our new model is
able to predict the quality of compressed images in the JPEG XL
and TID2013 database test sets effectively, with higher correla-
tion compared to our previous model and various state-of-the-art
metrics.

In order to improve the accuracy of our model, it is impor-
tant to find a good mapping between the initial training database
and the JPEG XL database. Since the resolution of JPEG XL con-
tents are roughly five times larger than the TID2013 database, the
features extracted from the patches of same dimensions from the

Figure 5. Scatter plot of predicted scores vs. MOS on the images with

compression artifacts in the TID2013 test set, with linear fitting for MTID2013

and MJPEGXL models.

Figure 6. An example reference image from TID2013 test set (top left)

compressed using JPEG at distortion levels 5 (top right), 3 (bottom left) and

1 (bottom right). The scores predicted by MJPEGXL and underlying MOS

are [1.50,4.89,6.32] and [2.08,4.92,5.94], respectively.

two databases are expected to differ. To address this issue, mul-
tiple resolutions of JPEG XL database can be incorporated into
training, however scaling of the data could impair the contents
and therefore cause the subjective ratings to become obsolete. We
could also improve our results by assigning a more accurate map-
ping of the scores and distortion levels between the two databases,
in comparison with linear mapping. Enhancement of the training
set by including more contents and distortion levels would cer-
tainly increase the performance. To help the patch weighing in
our model, we can also introduce robust saliency models. We
plan to optimize our feature extraction scheme by using regres-
sion for aggregation of features extracted from the reference and
distorted image patches, as well as extend our framework to image
sequences to build an end-to-end model for predicting the quality
of compressed video.
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