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Abstract
In this paper we introduce two new no-reference metrics

and compare their performance to state-of-the-art metrics on six
publicly available datasets having a large variety of distortions
and characteristics. Our two metrics, based on neural networks,
combine the following features: histogram of oriented gradients,
edges detection, fast fourier transform, CPBD, blur and contrast
measurement, temporal information, freeze detection, BRISQUE
and Video BLIINDS. They perform better than Video BLIINDS
and BRISQUE on the six datasets used in this study, including
one made up of natural videos that have not been artificially dis-
torted. Our metrics show a good generalization as they achieved
high performance on the six datasets.

Introduction
Video traffic over Internet or on mobile networks is expe-

riencing a huge increase in the volume of data transferred. Ac-
cording to the Cisco Visual Networking Index released in June
2017 [1], live video traffic (streaming, video conferencing) should
grow dramatically from 3% of Internet video traffic in 2016 to
13% by 2021, which translates as 1.5 exabytes1 per month in year
2016, growing to 24 exabytes per month in year 2021.

As for any application that deals with video, Quality of Ex-
perience (QoE) for the end user is very important. Many tools and
metrics have been developed to assess automatically the QoE for
video applications. Measurements provided by several metrics on
the same video can be combined together to provide a more ro-
bust assessment of video. A good example of this approach has
been proposed by Netflix with their Video Multimethod Assess-
ment Fusion (VMAF) metric [2]. This metric helps to assess rou-
tinely and objectively the quality of thousands of videos encoding
with dozens of encoding settings. But it requires the availabil-
ity of the original reference non distorted video to compute the
quality score of the same video distorted by video compression.
This method, well adapted to video streaming where original non
distorted video is available, cannot be applied to real-time com-
munication where the original video is not available.

In the recent years, several authors have proposed new met-
rics or a combination of features to assess video quality with-
out needing any reference. These methods are referred to as no-
reference (NR) metrics. Usually, these techniques have been eval-
uated only on a single dataset. Some studies have applied metrics
to two or three different datasets, which gives a first hint at their
capacity to generalize to a larger variety of distortions than those
of the initial dataset on which they were developed.

11 exabyte = 1 million terabytes

In this paper, we propose to evaluate further the ability to
generalize of current state-of-the-art NR video quality assessment
metrics by using them on six publicly available datasets, including
one made up of natural videos that have not been artificially dis-
torted. These datasets exhibiting very different distortion types.

In addition, we propose NARVAL and BB-NARVAL, two
NR video assessment methods designed as a combination of sev-
eral NR metrics and aiming at being robust and able to gener-
alize to many types of distortions. NARVAL, which stands for
Neural network-based Aggregation of no-Reference metrics for
Video quAlity evaLuation, relies on a dense neural network to
perform the aggregation of the measures provided by eight indi-
vidual no-reference metrics. BB-NARVAL adds BRISQUE and
Video BLIINDS to NARVAL to enhance its performances.

We used BB-NARVAL to assess the quality of videos relayed
by several WebRTC media servers during a video conferencing
load test comparative study [3]. The test consisted in creating
rooms with 7 participants until the goal of 70 rooms (490 par-
ticipants) was reached. The objective was to compare how each
media server were able to handle the load and how the video qual-
ity they deliver evolves as the number of video conferences in-
creased. The results showed that BB-NARVAL consistently gave
lower scores as the quality of videos worsen towards the end of
the test.

The contribution of this paper is threefold. First we introduce
two NR video quality tools, then we evaluate the performance of
our tools on various video datasets. Finally, we give an insight
of the capacity of our tools and of state-of-the-art NR video qual-
ity metrics to generalize their measurements to different types of
distortions.

Previous Work
A comprehensive and detailed review of NR video quality

metrics has been published in 2014 [4]. Video quality assessment
techniques can be classified into three categories: full-reference
(FR) techniques which require full access to the reference video,
reduced-reference (RR) techniques which need a set of coarse fea-
tures extracted from the reference video, and no-reference (NR)
techniques which do not require any reference video.

For a long time, NR pixel-based features have measured
degradation of visual quality generated by distortions such as blur
or blocking. Blur is a reduction of edge sharpness. Cumulative
Probability of Blur Detection (CPBD) [5] is a metric developed
for detecting blur in an image. Sharpness can be measured by us-
ing variance of Laplacian. This technique has been used in [6] as
a measure to control auto-focusing, assuming that a well focused
image has sharper edges. In [7], Fast Fourier Transform gives
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a measure of the image sharpness. Another blur measurement,
implemented using the method proposed in [8], first detects the
edges in a frame then evaluates whether or not they are blurred.

Blocking is a discontinuity between adjacent blocks re-
sulting from block-based processing of compression algorithms.
Blockiness-blurriness (BB) is a measure for JPEG compressed
images as described in [9].

More recently, there have been several new NR metrics de-
veloped around the concept of Natural Scene Statistics (NSS).
NSS rely on the fact that natural images exhibit a common sta-
tistical behaviour which is known to be modified by image and
video compression algorithms. Measurement of deviations from
regular NSS allows to estimate the perceptual quality of an im-
age. Metrics developed using NSS approach aim at being in-
dependent from the type of distortion that impair images, thus
being more generic and applicable to a wide range of distorted
images and videos. In this category of metrics, we can cite
BRISQUE (Blind/Referenceless Image Spatial QUality Evalua-
tor) [10], Natural Image Quality Evaluator (NIQE) [11], Video
BLIINDS (BLind Image Integrity Notator using DCT Statistics)
[12] and VIIDEO (Video Intrinsic Integrity and Distortion Evalu-
ation Oracle) [13].

BRISQUE [10] operates in the spatial domain. It uses scene
statistics of locally normalized luminance coefficients to quantify
losses of naturalness in the image due to distortions. It has been
evaluated on two datasets, LIVE IQA (Laboratory for Image &
Video Engineering — Image Quality Assessment) and TID2008
(Tampere Image Database).

NIQE [11] is based on a collection of NSS features derived
from a corpus of natural undistorted images. NIQE is completely
blind in the sense that it relies only on measurable deviations from
statistical regularities observed in natural images without training
on human-rated distorted images. It has been evaluated on LIVE
IQA dataset. The authors report NIQE is statistically better than
BRISQUE.

Video BLIINDS [12] aims at predicting the quality of videos.
It is based both on a spatio-temporal NSS of video scenes in the
Discrete Cosine Transform (DCT) domain and on a model that
quantifies motion coherency occurring in the scenes. It has been
evaluated on two video datasets, LIVE VQA (Video Quality As-
sessment) and EPFL-PoliMi (École Polytechnique Fédérale de
Lausanne — Politecnico di Milano).

VIIDEO [13] is based on NSS regularities that are observed
in the space-time domain of natural videos. Inter subband corre-
lations are used to quantify the degree of distortion present in the
video. It has been evaluated on LIVE VQA dataset.

Some authors have proposed to use a combination of metrics
for VQA. In [14], the authors propose the FC (Feature Combina-
tion) model, a combination of five features to perform video qual-
ity evaluation, namely contrast, colorfulness, blurriness, spatial
information and temporal information. The authors report that FC
gives a better video quality assessment than VIIDEO on KoNViD-
1k dataset, and has a performance nearly as good as Video BLI-
INDS.

The same authors propose in [15] an extension of FC: the
STFC model (Spatio Temporal Feature Combination). It is the
combination of six spatial features: contrast, colorfulness, ex-
posure, sharpness, spatial information and temporal information,
and three temporal features: temporal contrast, temporal expo-

sure and temporal sharpness. The STFC model performs better
than VIIDEO and Video BLIINDS on KoNViD-1k dataset.

In [16], the authors evaluate eight NR metrics on videos im-
paired by compression and transmission over lossy networks (0
to 10% packet loss): scene complexity (number of objects or
elements present in the frame), video motion (amount of move-
ment), blockiness (discontinuity between adjacent blocks), jerki-
ness (non-fluent and non-smooth presentation of frames), average
blur, blur ratio, average noise and noise ratio. They added two
network measurements (bit rate and level of packet loss) for pro-
viding an improved NR metric. Values computed by these ten
metrics are then combined using several machine learning tech-
niques trained in a supervised way. For this experiment, they used
ten videos obtained from the Live VQA dataset. These videos
have been compressed at eight different levels using H.264, and
impaired by transmission over a network with twelve packet loss
rates. They assessed the quality of their results against the scores
given by the FR metric Video Quality Metric (VQM) [17], but not
against NR metrics.

A study of the performance of Video BLIINDS and VI-
IDEO on four datasets, namely VQEG Phase I, LIVE VQA, Re-
TRIeVED and a dataset generated by the authors in a mobile
phone network simulator is reported in [18]. They conclude that
VIIDEO performed better than Video BLIINDS, however none of
them are reliable when applied to the practical application as the
scores given to bad quality videos can be higher than the score
given to better quality videos.

The paper [19] presents a combination of audio and video
metrics to assess audio-visual quality. The assessment has been
performed on two different datasets. For the NR video metrics,
they used a blockiness-blurriness metric [9], BRISQUE [20], the
Blind Image Quality Index (BIQI) [21] and NIQE [11]. The best
combination for both datasets is the blockiness-blurriness.

Datasets
All videos in the following datasets have been scored by sev-

eral people using the Absolute Category Rating (ACR) system as
defined by International Telecommunication Union (ITU) [22].
From the ACR, the two scores that are most often computed
are the Mean Opinion Score and the Differential Mean Opinion
Score. In the following datasets, some provide MOS only, some
provide DMOS only, and some provide both.

As shown in Table 1 the datasets have a heterogeneous num-
ber of reference videos and distortions. A wide range of distor-
tions allows us to test the robustness of metrics regarding distor-
tions but leaves us with few videos per distortion.

Table 1. Number of reference and distorted videos

Datasets
Distortions IRCCyN KoNViD ReTRiEVED CSIQ LIVE Mobile

References 24 1200 12 8 10 10
∗ Distortions 6 18 22 15 20
∗ Types of
distortions 1 6 4 4 5

Videos 192 1200 228 184 160 210
∗Per reference video
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IRCCyN IVC 1080i
The IRCCyN IVC 1080i video quality dataset contains 24

high quality reference videos sequences of 9 to 12 seconds in
1920×1080 i50 resolution. They have been encoded with H.264
using 7 different bitrates. So, in total, the dataset contains 192
videos. Individual votes and MOS scores obtained by ACR and
are provided. [23]

KoNViD-1k
This is a random collection of 1,200 videos selected from

the YFCC100m (Yahoo Flickr Creative Commons 100 Million
Dataset [24]), a dataset made up of 100 million media objects,
of which 793,436 are videos that have been uploaded to Flickr
between 2004 and 2014. Unlike traditional datasets, videos col-
lected in KoNViD are natural videos that have not been artifi-
cially distorted. Subjective scores of all videos in the KoNViD-1k
dataset were obtained by a well-designed crowd-sourcing experi-
ment of ACR judgments. [25]

CSIQ Video Quality Dataset
The CSIQ video dataset consists of 12 reference videos and

216 distorted videos with six different types of distortion (com-
pression with H.264, H.265, Motion JPEG and the Snow codec
wavelet-based compression, simulated transmission loss for the
H.264 encoded videos, and addition of white noise). All the
videos are in the YUV420 format at a resolution of 832×480 and
duration of 10 seconds. [26]

ReTRiEVED Video Quality Dataset
The dataset contains 184 test videos obtained from 8 source

videos of different content characterized by wide span of spa-
tial and temporal information and different motions. Test video
sequences was generated by considering practical transmission
scenario by using Network Emulator (NETEM) and Video LAN.
Packet loss rate, jitter, delay, and throughput have been consid-
ered as possible distortions resulting from video transmission and
its value is considered based on ITU and ETSI recommenda-
tions. [27] [28]

LIVE VQA (Video Quality Assessment)
The LIVE VQA uses ten uncompressed high-quality videos

with a wide variety of content as reference videos. A set of 150
distorted videos were created from these reference videos (15 dis-
torted videos per reference) using four different distortion types:
MPEG-2 compression, H.264 compression, simulated transmis-
sion of H.264 compressed bitstreams through error-prone IP net-
works and through error-prone wireless networks. Each video was
assessed by 38 human subjects in a single stimulus study with hid-
den reference removal where the subjects scored the video quality
on a continuous quality scale. [29] [30]

LIVE Mobile VQA
The LIVE Mobile VQA dataset consists of 10 RAW HD ref-

erence videos and 200 distorted videos (4 compression + 4 wire-
less packet-loss + 4 frame-freezes + 3 rate-adapted + 5 temporal
dynamics per reference), each of resolution 1280 × 720 at 30 fps,
and of duration 15 seconds each. The dataset includes the DMOS
computed from the ratings that the subjects provided at the end of
each video clip. [31] [32] [33]

Metrics
We have evaluated the performance of 12 metrics on the 6

datasets. Nine of these metrics are framewise features, namely:

• Spatial Information: As described in ITU standard P.910
[34], spatial information is the standard deviation of an im-
age filtered by a Sobel filter across its two axis.

• Histogram of Oriented Gradients: Instead of calculating the
standard deviation after a Sobel filter, we can construct an
histogram of the gradient magnitude and angle of each pixel
using a horizontal and vertical Sobel filter as explained in
[35].

• Edge detection: We use the Sobel filter in collaboration with
a Canny Edge detection to find the edges in a frame and
compute the number of edges in a frame.

• Variance of Laplacian: Using a Laplacian filter, we compute
the variance of the filtered image as a feature for our video
frame [6].

• Fast Fourier Transform: By performing a Fourier Transform
on the video frame, we get a measure of the image sharpness
with the method described in paper [7].

• CPBD: This is a metric proposed by [5] for detecting blur in
an image.

• Blur measurement: Another blur measurement, imple-
mented using the method described in [8], finding the edges
in a frame and examining whether or not they are blurred.

• Colorfulness: The colorfulness of a frame is determined us-
ing the method introduced in [36].

• Contrast: The contrast of a frame is measured using [37],
by calculating the standard deviation of pixel gray-scale in-
tensities.

Then in order to detect jitter, freeze and other temporal dis-
tortions, we measured three features based on the differences be-
tween frames:

• Temporal Information: Defined in the same ITU standard
P.910 [34], the temporal perceptual information is the stan-
dard deviation of the difference between two consecutive
frames of the video.

• Mean squared difference: With the difference between two
consecutive frames, we can also compute the mean squared
difference of those frames.

• Freeze detection: As described in [38], we measure whether
or not a sequence of frames is frozen when the mean square
error of two consecutive frames and with the first frame of
the freeze sequence are under a threshold. Empirically we
set the threshold to 0.1. Afterwards we return 1 if the frame
is found frozen and 0 otherwise.

NARVAL
NARVAL is based on a neural network. We chose each layer

activation function empirically to produce the best result in the
same way as we chose the number of layers and the neurons in
each layer. The final structure is a 4 layers fully connected net-
work. Input layer is connected to a first hidden layer of 1000
neurons with ReLU activation function. A second hidden layer
contains 500 neurons and use tanh as activation function. The
third hidden layer has 250 neurons and ReLU activation func-
tion. At last we reach the output layer which has a single neu-
ron with linear activation function. The output of the network is
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a score. Between each layer we placed a dropout layer with a
dropout probability of 0.2.

To train the network, we used a 5-fold validation method and
the mean squared error.

We used as input a function of each feature and metric per
video thus eliminating the temporal dimension of the features. For
most of the inputs, the mean and the standard deviation of the
input were selected, however for some the maximum was a better
choice.

After testing exhaustively every combination of features, we
retained the following 8 best features for our metric:

• Histogram of Oriented Gradients,
• Edges detection,
• Fast Fourier Transform,
• CPBD,
• Blur measurement,
• Contrast measurement,
• Temporal Information,
• Freeze detection.

BB-NARVAL
BB-NARVAL is a combination of NARVAL and of two NSS

metrics calculated on different color-spaces:

• BRISQUE on Y, UV and RGB, with 36 features per frame,
• Video BLIINDS with 46 features per video,
• NARVAL.

BB-NARVAL stands for BRISQUE-BLIINDS-NARVAL.

Experiments
There are two main parts in our work: first, the extraction of

features from videos, then the supervised training of a model to
predict a score for a given video.

For the feature extraction part, we selected metrics and fea-
tures published and evaluated on different image quality datasets.
After calculating the value given by each metric on the videos of
the 6 datasets, we stored the data to be able to reuse them in the
training part.

For the second part, we used a fully connected neural net-
work to do a regression. We trained our model on the datasets
using a 5-fold fit and then repeating the training multiple times.
As each dataset contains multiple distortions, we cannot just split
the folds randomly, thus we tried to choose the 5 folds so that all
distortions exist in a fold and we kept the same distribution for all
tests. Only the mean of the folds will then be taken into account.

All the results displayed are averaged over multiple trainings
of the model as well as over the folds used during training. The
network has been trained with MOS for IRCCyN, KoNViD and
ReTRiEVED and with DMOS for CSIQ, LIVE and Mobile.

Using our model, we first tested our 8 features on each
dataset individually. For these features, we found that using the
mean and standard deviation values over the video gave the best
results. Table 2 shows the results of the training on each feature
alone. From this table, we see multiple tendencies, the first be-
ing that the blur measurement is the most efficient feature alone
for almost all datasets. Then, we see that temporal information
and freeze detection are more efficient on KoNViD, ReTRiEVED

and also Mobile even if it is less visible. This is expected as Re-
TRiEVED and Mobile are the only datasets with temporal dis-
tortion, and KoNViD is a collection of random videos from the
Internet that may present temporal distortions.

Table 2. Pearson correlation coefficient of features on the dif-
ferent datasets

Datasets
MOS DMOS

Metrics IRCCyN KoNViD ReTRiEVED CSIQ LIVE Mobile

Histogram 0.459 0.240 0.703 0.315 0.218 0.327
FFT 0.094 0.123 0.601 0.123 0.219 0.175

CPBD 0.462 0.399 0.470 0.376 0.128 0.270
Edges 0.313 0.401 0.790 0.326 0.114 0.216

Contrast 0.110 0.451 0.415 0.155 0.181 0.188
Blur 0.524 0.473 0.816 0.478 0.292 0.417
TI 0.114 0.530 0.764 0.126 0.221 0.330

Freeze 0.120 0.491 0.633 0.156 0.235 0.335

Overall, the correlation scores are rather low as some fea-
tures alone are insufficient for the network to be trained. But
when they are combined into NARVAL and BB-NARVAL, they
reinforce each other and give much better scores. We will also
compute scores given by Video BLIINDS and BRISQUE on the
six datasets and compare them to NARVAL and BB-BARVAL.

Table 3. Processing functions for the metrics

Type and number of features
Metric Video-wise Frame-wise

BRISQUE max 36
Video BLIINDS 46 -

BB mean,std 3
NIQE mean, std 1

VIIDEO 1 -

For this network, we had to process the data before the train-
ing as described in Table 3 to squeeze the temporal dimension.
Each metric was calculated on the gray-scaled video. The results
can be found in Table 4 where we also added the best feature as a
comparison. The aim with the results in Table 4 is to see whether
or not a metric can be generalized to many datasets.

After testing metrics individually and NARVAL, we tried to
combine existing metrics and their combination in different col-
orspaces to improve our results thus creating our second metric:
BB-NARVAL. Some results of our tests can be found in Table 5.
On IRCCyN the training still fails approximately 1 out of 5 times
and in any case it takes more time to train. The results presented
here for IRCCyN come only from trainings that did work.

Other combinations of metrics were tested such as adding
NIQE or VIIDEO but the results were not satisfying. Indeed,
adding NIQE just plainly worsen the results and adding VIIDEO
improved LIVE correlation a little while deteriorating KoNViD
and CSIQ correlations. We tried to look for more global measure-
ment not only improving the correlation on one dataset so we did
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Table 4. Pearson correlation coefficient of metrics on the dif-
ferent datasets

Datasets
MOS DMOS

Metrics IRCCyN KoNViD ReTRiEVED CSIQ LIVE Mobile

Blur 0.524 0.473 0.816 0.816 0.292 0.417
NIQE 0.511 0.223 0.777 0.328 0.290 0.314

VIIDEO 0.131 0.208 0.732 0.304 0.622 0.351
BB 0.838 0.595 0.918 0.414 0.236 0.858

BRISQUE 0.808 0.671 0.923 0.674 0.417 0.471
BLIINDS 0.149 0.742 0.923 0.825 0.711 0.885
NARVAL 0.956 0.689 0.924 0.768 0.601 0.886

Table 5. Pearson correlation coefficient of the proposed metric
on the different datasets

Datasets
MOS DMOS

Metrics IRCCyN KoNViD ReTRiEVED CSIQ LIVE Mobile

BRISQUE 0.808 0.671 0.923 0.674 0.417 0.471
BLIINDS 0.149 0.742 0.923 0.825 0.711 0.885
NARVAL 0.956 0.689 0.924 0.768 0.601 0.886

BB-NARVAL 0.929 0.761 0.954 0.882 0.890 0.927

not include VIIDEO in BB-NARVAL.

Discussion
Firstly, all the datasets differ according to the type of distor-

tions proposed but also to the methods used, the video used or
the amplitude of the distortions. For instance, the ReTRIEVED
dataset proposes a wider amplitude in the intensity of the dis-
tortion thus making some videos so much distorted that it be-
comes difficult to understand the content while IRCCyN or LIVE
datasets show milder distortions. Thus, between two datasets the
same DMOS can rate very different impairments.

Thus we can remark that among the six datasets, Re-
TRiEVED has the highest correlations while LIVE has the lowest.
Indeed, ReTRiEVED has a high variance of MOS scores while,
on the other hand, LIVE has the second lowest scores variance of
all datasets after KoNViD.

In regards to metrics, NIQE is not giving satisfying results
on any of the datasets. On ReTRiEVED and IRCCyN, the cor-
relation is slightly better but still inferior to blur feature alone,
and it remains very low as compared to other correlations on the
ReTRiEVED dataset.

On any other datasets than LIVE for which it has been de-
signed for and ReTRiEVED which is easier to train on, VIIDEO
shows a significantly lower performance than other metrics. For
other datasets, it presents the lowest results and the network al-
most does not learn anything from that metric.

On the other hand, BRISQUE performs relatively well ex-
cept on LIVE and Mobile, the common point been these two
datasets being the wireless distortions. The blockiness-bluriness

metric shows similar performance as BRISQUE on IRCCyN and
ReTRiEVED and it has a much better correlation on Mobile.
However on LIVE and CSIQ this metric has poor results maybe
because of their MPEG-2 distortions.

Video BLIINDS gives the best results overall except on IR-
CCyN where our network trained with the mean squared error did
not manage to learn anything.

Our metric NARVAL also performs well on all datasets giv-
ing the same score as BLIINDS on ReTRiEVED and Mobile
while also producing a very high correlation on IRCCyN. On
the other datasets, NARVAL is behind Video BLIINDS but above
BRISQUE or BB.

Table 5 shows that BB-NARVAL is better than BLIINDS and
NARVAL on every dataset except IRCCyN where Video BLI-
INDS has a very negative impact on the training. Overall, BB-
NARVAL performs well or very well on all the six datasets.

Finally, for all the metrics, the correlation on the KoNViD
dataset is lower than on all or most of the other datasets. We
can explain this by the fact that the videos from KoNViD have
few similarities of content between them as that they are natural
videos randomly selected from the Internet. Moreover, the stan-
dard deviation of their scores is very low.

Conclusion
Real time video communication needs robust and widely ap-

plicable objective video quality assessment tools. In this paper,
we have introduced two new NR metrics, NARVAL and BB-
NARVAL, to evaluate the quality of real-time videos. These two
metrics exhibit good performance and outperform Video BLI-
INDS or VIIDEO on six publicly available video datasets. The
wide spectrum of distortions and characteristics of the videos of
these datasets shows that our metrics are able to generalize.

In future works, we plan to add sound quality assessment
to complete our tool. We will also need to apply our metrics to
a greater number of challenging larger datasets of naturally dis-
torted videos to be able to generalize our model to real videos
without man-made distortions. KoNViD is an example of such a
dataset and we can already see some limits to our model as it has
quite a low correlation on it.

We used BB-NARVAL to assess the quality of videos relayed
by several WebRTC media servers during a video conferencing
load test comparative study [3]. We project to further enhance
our model to deal with more real videos and to apply our tool to
real-time communication applications.
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