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Abstract
Visual saliency estimation aims at identifying and localizing

the areas of images and videos that are attractive for a human
subject. In this work, a novel approach for estimating the visual
saliency in omnidirectional images is proposed. It is based on
the identification of low-level image feature descriptors (i.e., the
presence of texture, edges, etc.) coupled with the information
about the local depth of the scene. To evaluate the performances
of the proposed method, the estimated saliency map is compared
with the available ground truth through two objective metrics:
the correlation coefficient and the Kullback-Leibler divergence.
The analysis of the achieved results confirms the validity of the
proposed approach.

Visual saliency models are developed for estimating the
amount of attention steered towards different regions of an
image by the visual and cognitive system of a human subject [1].
These models may be useful in many research areas such as
multimedia analysis and coding, media transmission, or content
creation. Many methods for saliency prediction rely on visual
attention models. In literature, several approaches have been
proposed for traditional 2D imaging systems [2]. The available
techniques are mostly based on the estimation of visual features
that are combined with different strategies. The features can be
classified in low-level (i.e., color, intensity, or orientation) [3, 4]
and high level features (i.e., the presence of faces [5], detection
of objects in the scene [6], or giving priority to the center of
the scene [4]). The final pooling is generally obtained through
linear combination [3] or by using learned weights [5, 7].
More recently, models using deep neural networks, trained for
object recognition, [8–10], have shown improved capability on
predicting visual attention. A detailed analysis of the algorithms
presented in the literature for stereoscopic video is in [11].
The recent advent of novel imaging systems enabling the
immersivity feeling in the user (e.g. multiview, plenoptic, and
ominidirectional cameras), represents a challenge for these
methods. In fact, 2D saliency models have been designed for
estimating the saliency based on a planar, limited, representation
of the scene and this approach is no more valid with the new
types of multimedia. In particular, an omnidirectional (or 360°)
image collects the visual information in a given point from
any direction. It enables the rendering, at a given position, of
any viewing angle selected by the user. Many applications can
benefit from this technology from media production, to video
surveillance and entertainment. The interest on this imaging
system is witnessed by the amount of 360°video posted on
social networks as Facebook or YouTube (more than 100.000
last year) also thanks to the availability of low cost 360°cameras.
The first approaches to saliency estimation for 360°images were
based on the application of the methods developed in the 2D
domain. These approaches, even if promising, are not able to

capture the peculiarity of the new system. In fact, it is useful
to underline that while looking at an omnidirectional image,
the user can only explore a portion of the spherical image (i.e.,
the viewport) being however able to modify the position of his
viewport. Therefore, the saliency estimation is not limited to
a single 2D image but should also consider this peculiarity of
360°images. Recently, a test dataset to support the development
of saliency computational models was presented [12] and
the challenge ”Salient360! Grand Challenge” was proposed
in [13]. In [14], a learning-based scene recognition algorithm
for predicting the salient regions in a 360°image is proposed.
In [15], a model for exploiting 2D saliency detectors in different
map projections is proposed and applied for the design of a
saliency-based smooth navigation path through the image.
In [16], the MPEG-DASH SRD streaming is modified towards
the 3D VR environment. In [17], an analysis of viewing behavior
and saliency in Virtual Reality is performed and the outcomes
applied to other applications e.g., automatic alignment of VR
video cuts or saliency-based compression.
In [18], a first saliency model (RM3) was designed. It is based
on the combination of low-level (e.g., hue, saturation, texture,
intensity, and contrast) and high level (e.g., skin colors, face
detection, and number of people) 2D saliency features. An
analysis of the achieved results show that the computation
of the high level features does not improve significantly the
performances of the saliency estimator. For this reason in this
paper, in order to build a more reliable saliency estimator, we
modify the considered features and we take into account the
impact of the distance of the objects in the scene with respect to
the observer. The rest of the paper is organized as follows: in
Section the proposed method is described, Section presents the
tests performed for assessing the performances of the proposed
saliency estimator and in Section the conclusions are drawn.

Proposed method
The aim of this work is to design a model for saliency esti-

mation for omnidirectional images based on depth information.
The proposed method is based on the fusion of two maps: the
depth map and the visual attention map obtained by exploiting
selected low-level features of the omnidirectional image. As pre-
processing step, viewports of size 1080 x 1920 pixels are ex-
tracted from the equirectangular image. The block diagram of
the operations performed on each viewport is in Figure 1 and a
detailed description of each block is in the following subsections.

Low-level features analysis
As a first step, a low-level analysis is performed to obtain

the low-level saliency map. This is obtained as weighted average
of three components that are computed after conversion to the
HSV color space:

• the H component of the viewport is used to feed a Graph
Based Visual Saliency (GBVS) analysis [19]. The output 
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Figure 1. Proposed saliency map estimation method.

of this step is an estimate of the human fixations obtained
through the creation of activation maps on specific feature
channels that are normalized to enhance the importance of
the points attracting the human attention;

• a binary texture map extracted from the V component of
the viewport by using the multi-channel filtering approach
described in [20];

• the S component of the viewport.

The overall low-level saliency map for the omnidirectional im-
age, is obtained by a back projection of the map resulting from
the weighted sum of each viewport.

Figure 2. Block diagram of the low-level feature analysis.

Monocular depth cues
In order to estimate the depth of each viewport, the monoc-

ular cues have been exploited. They can be divided in pictorial
and motion based cues. The first ones are based on visual fea-
tures observed in a static view of a scene while the latter ones
exploit the motion of the observer by taking advantage of motion
parallax, which relies on the fact that nearby objects apparently
move faster in the retinal image than the ones that are more dis-
tant. Since in this work we are dealing with still images, only
pictorial cues have been taken into account. According to psy-
chophysical studies [21], there are mainly seven pictorial cues
supporting depth perception: texture gradient, defocus blur, oc-
clusion, relative heights, linear perspective, shadows, and atmo-
sphere scattering. In this work we have selected texture gradients
and defocus blur as pictorial cues. This choice is motivated by:
i) we are dealing with static natural images that are usually char-
acterized by the presence of textures, ii) in general, the objects
closer to the viewer appear more in focus to those far away, and
iii) reducing the number of cues to be computed reduces the com-
putational complexity. In more details:

1. Texture gradients, represent the size distortion that affects
closer objects more than objects farther away. In fact, the
pattern of a textured surface changes as a function of the
distance from the observer. At a greater distance, textures
get finer and appear smoother.

2. Defocus blur, represents the loss of sharpness occurring
due to a translation along the optical axis away from the
plane or surface of best focus. This is based on the fact

that the defocusing of an object causes a depth-dependent
blur in the image and that blur inherently keeps the depth
information. Usually, in fact, the objects on focus are close
up to the observer while the background is more blurred.

The cues obtained by the texture gradient and defocus blur anal-
ysis maps are then added up and back projected into an equirect-
angular image. In order to obtain the final saliency map, after
normalization, the low-level saliency map is added to the one ob-
tained by the analysis of the monocular depth cues.

Post-processing step
As well known, the distribution of the fixations tends to be

strongly focused on the center of the scene, independently from
the distribution of the features in the images. This is because the
photographers tend to place the objects of interest in the center
of the picture and because the fixations might be influenced by
the setup used to record eye-tracking data, which usually places
the user in front of the scene [22]. With omnidirectional images
this is not completely true because the user is able to explore the
entire content with free movements of the eyes and of the head.
However, performed tests show that there is a strong bias towards
the central area, which is the area around the equatorial line of
the sphere [23]. For this reason, we apply a weighted window
to the estimated saliency map in the equirectangular format. The
window’s weights increase with the distance from the equatorial
line, raising from 1 in the central region to 1/4 in the border re-
gions. Finally a low-pass filtering and a normalization step are
performed for smoothing the overall saliency map.

Experimental test
Image dataset

The test images used for assessing the performances of
the proposed method have been selected from the evaluation
database of the ”Salient360! Grand Challenge”, created for the
head only model [12]. The dataset consists of 25 equirectangular
images (with size from 3000 x 1500 to 12000 x 6000 pixels) with
the corresponding ground truth saliency map. The dataset in-
cludes a wide range of shooting conditions, locations (i.e., build-
ings, hotels, museums, theaters, markets), and subjects (i.e., an-
imals, natural landscapes, people, vehicles) and urban environ-
ment. Furthermore, indoor and outdoor sets with different light-
ing conditions are included in the dataset.

Experimental results
To evaluate the performances of the proposed method, for

each image of the test database, the estimated saliency map is
compared with the provided ground truth saliency map. The per-
formances of the proposed method are assessed by computing
the Linear Correlation Coefficient (CC) and the Kullback-Leibler
Divergence (KL). A lower value for the KL divergence represents
higher similarity. Table 1 compares the proposed model with the
solutions presented at the Salient360! Challenge [13] that re-
sulted to be the best performing ones (Wuhan University (WU)
and Zhejiang University (ZU)) and with the previous version of
the proposed algorithm (RM3). These numbers were provided
by the organizers of the challenge. It is worthful to notice that
only the aggregate numbers are available. In this table the per-
formances are evaluated in terms of average CC and KL values.
As can be noticed, the proposed method shows increased perfor-
mances with respect to the previous one. To further evaluate the
method, an in-deep analysis of its performances has been carried
out by analyzing the content of each image.

The content analysis highlights that the proposed method
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Figure 3. Left column: omnidirectional image, central column: corresponding ground truth map, right column: estimated saliency map for SRCs P1 (a-c),

P16 (d-f), and P69 (g-i).

Method CC KL
ZU 0.69 0.44
WU 0.71 0.51
RM3 0.52 0.81
Proposed 0.56 0.64

Table 1: CC and KL mean scores obtained on the evaluation
dataset by the proposed method with respect to the RM3, ZU,
and WU methods.
has the best performances with images characterized by good
lighting conditions, large sections of homogeneous colors (i.e.,
images P94 and P8) ad present features that can be easily cap-
tured with the adopted monocular cues (i.e., image P71 reported
in Figure 4 or images P1 and P16, shown in Figure 3). In more

(a)

Figure 4. Figure P71.

details, in image P71 it can be noticed that the part of the crowd
closer to the observer is more detailed and less dense than the far-
ther one. This situation is perfectly captured by the texture gra-
dient detection. The proposed algorithm also shows good perfor-
mances for images containing aisles and thus outlining the depth
element. In Table 2, the results for the best performing cases are
reported. As can be noticed, for these images the results are bet-
ter than the aggregated average values obtained in the challenge

(as reported in Table 1).

Metric P1 P8 P16 P26 P71 P73 P94
CC 0.64 0.66 0.58 0.69 0.57 0.69 0.70
KL 0.51 0.50 0.36 0.36 0.56 0.35 0.45

Table 2: CC and KL scores for the proposed method in the
best performing cases.The performed analysis highlights the presence of some
weak points. For example, in case of images P69 (see Figure
3 and P96, the bad lighting conditions represent an issue for
monocular depth estimation (the CC values for those images are
0.48 and 0.44 respectively).

Concluding remarks
In this contribution, a novel method for visual saliency esti-

mation for omnidirectional images is presented. It is based on the
fusion of information typical of 2D images (i.e., texture, edges)
with information about the depth of the scene. The performances
of the method, evaluated by comparing the estimated saliency
maps with respect to the available ground truths, confirm the va-
lidity of the proposed approach while maintaining a low compu-
tational complexity. However, the system is sensible to condi-
tions of low luminance of the scene and the study of this aspect
is the base for ongoing work.
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