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Abstract 

Stereo matching methods estimate the depth information from 
stereoscopic images using the characteristics of binocular disparity. 
We try to find corresponding points from the left and right viewpoint 
images to obtain the disparity map. Once we get the disparity value 
between the two correspondences, we can calculate the depth 
information of the object. If there is no texture in the image, the 
stereo matching operation may not find the accurate disparity value. 
Especially, it is quite difficult to estimate correct disparity values in 
occluded regions. In this paper, we propose a new method to detect 
disparity errors in the disparity map and correct those errors using 
the enhanced guided image filter (GIF). An error correction using 
the GIF causes disparity-smoothing near the occluded region 
because of a coefficient-smoothing process in the GIF. Thus, our 
method employs a trilateral kernel for the coefficient smoothing 
process to alleviate the problem. 

1. Introduction 
As three-dimensional (3D) video contents become popular, 

various image processing techniques for 3D video contents 
generation have been developed. Generally, the depth information 
is used to generate 3D video contents that can provide users with 
realistic and immersive experience. The quality of the 3D video 
contents depends on the accuracy of the depth information. 
Therefore, it is very important to acquire a high-quality depth 
information from the object. One way to obtain the depth 
information from the captured objects is to use stereo matching 
methods that can estimate the disparity map from corresponding 
points in the stereoscopic images. Then, the depth information is 
calculated from the disparity value based on the binocular cue. 

Stereo matching methods generally produce good matching 
results in the textured region since the disparity value is calculated 
from the correct corresponding points. However, we may have many 
disparity errors in both textureless and occluded regions because 
there are no features and no correspondences for the disparity 
estimation. Disparity errors in those regions lead to a poor-quality 
depth map and even make the quality of 3D video contents worse. 
On the other hand, the depth estimation using a depth camera can 
improve the quality of depth information in those regions. A time-
of-flight (ToF) based depth camera uses an infrared ray for the depth 
estimation. This camera calculates the distance between the depth 
camera and the object using ToF of the infrared ray that is reflected 
from the object. However, the depth camera generally shows poor 
performances in outdoor environments because of sunlight. 

One method to improve disparity errors in both textureless and 
occluded regions is applying a post-processing to stereo matching 
results. This method improves the quality of the disparity value in 
those regions without using the depth camera. Therefore, we 
propose a new idea to improve the quality of the disparity map using 
the guide image filter (GIF) with a trilateral kernel. 

2. Disparity Error Detection and Correction 
2.1 Disparity Error Detection 

A disparity correction refines disparity errors in the disparity 
map. In order to apply the disparity correction only to error pixels, 
a disparity error detection should be performed first. In the proposed 
method, a cross-checking method is used for detecting initial 
disparity errors [1]. To use this method, both left and right viewpoint 
disparity maps are obtained first. Once we have two viewpoints’ 
disparity maps, we can find a corresponding point of a reference 
pixel based on the disparity value. After that, we can compare 
disparity values between corresponding points. If those values are 
not same, the reference pixel is regarded as an error pixel. Fig. 1 
shows how the cross-checking method detects disparity errors. 

 

 
Figure 1. Cross-checking method for initial error detection 

 
In Fig. 1, 𝐷𝐷𝐿𝐿 and 𝐷𝐷𝑅𝑅 are pixel values in the left and the right 

viewpoint disparity maps and 𝐷𝐷𝐿𝐿  is a reference pixel. Each pixel 
value corresponds to a disparity value of 𝑑𝑑𝑙𝑙 and a disparity value of 
𝑑𝑑𝑟𝑟 , respectively. If both disparity values are not same, 𝐷𝐷𝐿𝐿  is 
regarded as an error pixel. A result of initial error detection is 
represented in Fig 2. 

 

 
(a) Color image                       (b) HBP [2]                 (c) Initial error map 

Figure 2. Result of initial error detection 
 
In Fig. 2(b), HBP means a stereo matching result using a 

hierarchical belief propagation [2]. Therefore, Fig. 2(b) shows an 
original stereo matching result that does not use any post-processing 
methods. Fig. 2(c) represents the result of initial error detection. 
Black pixels in Fig. 2(c) mean pixels having disparity errors. 
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Initial disparity errors are detected by the cross-checking 
method. However, there may still be outliers in the initial error map. 
To remove those outliers, a median filter is applied to an error mask 
of the initial detected map [3]. The error mask is a binary image 
representing both error and non-error regions. Fig. 3 shows the error 
mask and a filtered error map. Fig. 3(a) represents the initial error 
mask and the initial error map. If the median filter is applied to the 
error mask in Fig. 3(a), filtered error mask and error map are 
obtained depicted in Fig. 3(b). The filtered error map is acquired 
from the filtered error map. 

 

 
(a) Initial error detection                    (b) Filtered error detection 

Figure 3. Outlier elimination using median filter 

2.2 Disparity Error Correction 
Disparity errors detected by the cross-checking method and the 

median filter are represented as zero values in the error map in Fig. 
3(b). To correct those errors, a guided image filter (GIF) is applied 
to the filtered error map [3, 4]. The GIF defines a linear model for 
an output estimation as defined in (1). 

 
𝑞𝑞𝑖𝑖 = 𝑎𝑎𝑘𝑘𝐼𝐼𝑖𝑖 + 𝑏𝑏𝑘𝑘 ,∀𝑖𝑖 ∈ 𝜔𝜔𝑘𝑘                             (1) 

 
In (1), where 𝑞𝑞  is the output value, 𝐼𝐼  is the pixel value of 

guidance image, and both 𝑎𝑎𝑘𝑘  and 𝑏𝑏𝑘𝑘  are linear coefficients in the 
kernel 𝜔𝜔𝑘𝑘 that is centered on pixel 𝑘𝑘. It is assumed that the linear 
coefficients of each pixel in the kernel have a constant value. As the 
center pixel moves, the output values of the pixels in the kernel are 
overlapped. Therefore, the final output value is calculated as an 
average value of the output values of each pixel in the kernel. This 
process change the linear model in (1) to (2). 

  
𝑞𝑞𝑖𝑖 = 𝑎𝑎�𝑖𝑖𝐼𝐼𝑖𝑖 + 𝑏𝑏�𝑖𝑖                                       (2) 

 
In (2), where 𝑎𝑎�𝑖𝑖 is the average value of coefficients 𝑎𝑎𝑘𝑘, and 𝑏𝑏�𝑖𝑖 

is also the average value of coefficients 𝑏𝑏𝑘𝑘 . Therefore, each of 
average coefficients in (2) mean average values of 𝑎𝑎𝑘𝑘 and 𝑏𝑏𝑘𝑘 when 
the centered pixel is 𝑖𝑖 in the kernel, respectively. Both coefficients 
𝑎𝑎𝑘𝑘 and 𝑏𝑏𝑘𝑘 are calculated by (3) and (4). 

 
𝑎𝑎𝑘𝑘 = 𝐶𝐶𝐶𝐶𝐶𝐶(𝐼𝐼,𝑝𝑝)

𝑣𝑣𝑣𝑣𝑟𝑟(𝐼𝐼)+𝜀𝜀
                                         (3) 

 
𝑏𝑏𝑘𝑘 = �̅�𝑝𝑘𝑘 − 𝑎𝑎𝑘𝑘𝜇𝜇𝑘𝑘                                    (4) 

In (3), where 𝐶𝐶𝐶𝐶𝐶𝐶(𝐼𝐼,𝑝𝑝)  is a covariance value between the 
kernel of guidance image 𝐼𝐼 and that of input image 𝑝𝑝, 𝑣𝑣𝑎𝑎𝑣𝑣(𝐼𝐼) is a 
variance value of 𝐼𝐼 , and 𝜀𝜀  is a regularization parameter. In (4), 
where �̅�𝑝𝑘𝑘 means an average value of the input kernel, and 𝜇𝜇𝑘𝑘 is also 
an average value of the guidance kernel. All calculation in both (3) 
and (4) are performed on a kernel basis. 

The GIF in [4] introduces an extension to color filtering. If the 
guidance image is multichannel and the input image has the gray 
scale, (2) is redefined in (5). Equations of coefficients in (3) and (4) 
are also changed to (6) and (7). 

 
𝑞𝑞𝑖𝑖 = 𝐚𝐚�𝑖𝑖𝑇𝑇𝐈𝐈𝑖𝑖 + 𝑏𝑏�𝑖𝑖 ,∀𝑖𝑖 ∈ 𝜔𝜔𝑘𝑘                             (5) 

 
𝐚𝐚𝑘𝑘 = (𝐂𝐂𝐂𝐂𝐂𝐂𝑘𝑘 + 𝜀𝜀𝐔𝐔)−1 � 1

|𝜔𝜔|
∑ 𝐈𝐈𝑖𝑖𝑝𝑝𝑖𝑖𝑖𝑖∈𝜔𝜔𝑘𝑘 − 𝜇𝜇𝑘𝑘�̅�𝑝𝑘𝑘�        (6) 

 
𝑏𝑏𝑘𝑘 = �̅�𝑝𝑘𝑘 − 𝐚𝐚𝑘𝑘𝑇𝑇𝜇𝜇𝑘𝑘                                   (7) 

 
In (7), where 𝐚𝐚�𝑖𝑖𝑇𝑇 is a transpose of the matrix 𝐚𝐚�𝑖𝑖, and 𝐈𝐈𝑖𝑖 is the 

matrix from the guidance image. Both 𝐚𝐚�𝑖𝑖  and 𝐈𝐈𝑖𝑖  are 3×1 sized 
matrices. In (6), where 𝐂𝐂𝐂𝐂𝐂𝐂𝑘𝑘 means a covariance matrix of 𝐈𝐈 in the 
kernel, and 𝐔𝐔 represents an identity matrix. Both matrices have a 
3×3 array. 

The GIF is applied only to holes representing error pixels in the 
filtered error map. This process is performed iteratively until all the 
error pixels are corrected. Fig. 4 shows results of the error correction 
using the GIF. In Fig. 4, disparity maps in the first row are 
experimental results using the guidance image changed to the gray 
scale and results in the second row show disparity maps from the 
color guidance image. 

 

 
Figure 4. Results of disparity error correction 

 
Results of disparity error correction in Fig. 4 shows better 

quality than the result of stereo matching method [2]. However, we 
can check that there are some blurred pixels near the boundary 
region in both results. Fig. 5 represents enlarged images of the 
results. In Fig. 5, regions that are cropped by boxes are blurred. 

 

 
Figure 5. Enlarged images 
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3. Error Correction with Enhanced Filter 
3.1 Analysis of Conventional Method 

The GIF has the coefficient-smoothing process for the output 
estimation. In this process, the average filter is used for smoothing 
coefficients. Since the basic average filter does not consider the 
color difference between the foreground and the background, it may 
mix the coefficient information of different objects. If we use the 
gray scale image as the guidance image, the output may show much 
more blurred pixels near the edge region than that of using the color 
image as depicted in Fig. 5. 

The GIF in [4] also introduces the coefficient smoothing 
process using the Gaussian filter. It is called the Gaussian guided 
filter (GGF). Since the Gaussian filter considers the pixel distance 
between the current pixel and the neighboring pixels in the kernel, 
it gives a large weighting value to pixels near the current pixel. 
Therefore, it can alleviate the problem of coefficient smoothing 
process better than the average filter theoretically. Fig. 6 shows 
comparison results between the GIF and the GGF. 

 

 
Figure 6. Comparison results between GIF and GGF 

 
In Fig. 6, both results use the gray scale image as the guidance 

image and there are no big differences between the result of GIF and 
GGF. However, the bad pixel rate (BPR) in Table 1 quantitatively 
indicates that the GGF has better results than the GIF. The BPR is a 
percentage value representing the ratio of error pixels among all the 
pixels [5]. The error pixel means a pixel that have different disparity 
value compared with the ground truth. 

Table 1. Quantitative comparisons using BPR 

 All Non-occ. Occ. Textured Textureless Disc. 

HBP [2] 11.62 5.1 86.62 5.03 6.08 17.5 

GIF [3, 4] 11.16 5.91 68.39 5.87 6.16 20.63 

GGF [4] 11.02 5.79 68.33 5.73 6.06 20.41 

 
In Table 1, ‘All’ is the BPR of all regions in the result, ‘Non-

occ.’ is the non-occluded region, ‘Occ.’ is the occluded region, 
‘Textured’ is the textured region, ‘Textureless’ is the textureless 
region, and ‘Disc.’ is the discontinuity region. Since the BPR means 
an error rate, the lower value represents the better result. 

3.2 Enhanced Guided Image Filter 
The disparity error correction with the GGF shows better BPR 

in the discontinuity region than that of the GIF. However, it has 
blurred pixels near the edge region and the BPR in the discontinuity 

region is still higher than that of HBP in Table 1. One method to 
improve this problem is to use a concept of the joint bilateral 
upsampling (JBU) that uses the bilateral filter (BF) for the depth 
map upsampling [6]. 

The depth map upsampling means the process of converting a 
low-resolution depth map to a high-resolution. In this process, holes 
are generated due to the resolution difference. One of the methods 
to fill those holes uses the JBU [7]. The JBU uses the high-resolution 
image as the guidance image for the depth map upsampling. It 
applies the BF to the guidance image for the hole filling process. 
The BF is composed of the spatial and range kernels as depicted in 
(8) [8]. 

 

𝑊𝑊𝐵𝐵𝐵𝐵 = 𝑒𝑒
−
�𝑐𝑐𝑖𝑖−𝑐𝑐𝑗𝑗�

2

2𝜎𝜎𝑟𝑟2 ∙ 𝑒𝑒
−
�𝑥𝑥𝑖𝑖−𝑥𝑥𝑗𝑗�

2

2𝜎𝜎𝑠𝑠2                           (8) 
 
In (8), where 𝑐𝑐 is a pixel value, 𝑥𝑥 is a pixel position, 𝜎𝜎𝑟𝑟  is a 

parameter for the range kernel, 𝜎𝜎𝑠𝑠 is that of the spatial kernel, 𝑖𝑖 is an 
index of the current pixel, and 𝑗𝑗 is also an index of the neighboring 
pixel. The spatial kernel and the range kernel are multiplied each 
other. Finally, the kernel of BF is represented as 𝑊𝑊𝐵𝐵𝐵𝐵 . 

The process of depth map upsampling is very similar to the 
disparity error correction. For this reason, the method introduced in 
[6] uses the concept of JBU for the coefficient smoothing process. 
This method is called the modified guided image filter (MGIF). 
Since the JBU considers both the difference of pixel values and the 
difference of pixel positions, it gives large weighting values to 
pixels that are close to the current pixel position and have similar 
pixel value to that of the current pixel. As a result, the MGIF 
prevents the mixture of the coefficient information in the GIF. The 
comparison result of disparity error correction using the JBU is 
represented in Fig. 7. In Fig. 7, the result of MGIF shows better 
results than other results. 

 

 
Figure 7. Comparison results among GIF, GGF, and MGIF 
 

 
Figure 8. Flowchart of proposed method 
 

The disparity error correction with the MGIF alleviates blurred 
pixels near the edge regions in the disparity map as depicted in Fig. 
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7. However, there are still some outliers in the result. The proposed 
method enhances the GIF using a trilateral kernel. 

Fig. 8 shows a flowchart of the proposed method. In Fig. 8, we 
detect the disparity errors from the initial disparity map. The way to 
detect the disparity errors is same with the method introduced in 
Section 2.1. Holes in the error detected disparity map are filled with 
the enhanced guided image filter with the trilateral kernel. 

The coefficient smoothing using the JBU prevents the blurred 
pixels near the edge region. However, the BF used in JBU considers 
only the pixel value difference and the distance difference between 
the current pixel and the neighboring pixel in the filtering process. 
Therefore, if two pixels have the same pixel value although they are 
on different objects, the BF may show the wrong result and it can 
cause outliers in the disparity map. 

The proposed method checks a local similarity to prevent this 
problem. The local similarity detects the majority pixels in the BF 
kernel of the disparity map. Therefore, the purpose of measurement 
of the local similarity is to give an additional information to the BF 
used for the coefficient smoothing. The meaning of the additional 
information is the coefficient information of the majority pixels in 
the kernel. We use this information as the third kernel of the BF with 
spatial and range kernels. We call this a trilateral kernel. It is because 
the probability that the current pixel has the similar information to 
that of the majority pixels in the kernel is high. Fig. 9 shows how to 
calculate the local similarity value in the kernel. 

 

 
Figure 9. Local similarity 

 
In Fig. 9, there are kernels for the calculation of local similarity. 

The size of kernel is same with the filter for the coefficient 
smoothing. In this example, we use the 3×3 sized kernel. In order to 
calculate the local similarity, we calculate the disparity differences 
between the reference pixel and the target pixels. If the reference 
pixel belongs to the majority pixels, the sum of the disparity 
differences can be small. In the opposite case, the sum of the 
disparity differences can be large. Colored pixels in Fig. 9 represents 
the majority pixels. An equation of the local similarity for the 
example in Fig. 9 is defined in (9). 

 
𝑠𝑠𝑖𝑖 = ∑ �𝑑𝑑𝑖𝑖 − 𝑑𝑑𝑗𝑗�𝑗𝑗                                     (9) 

 
In (9), where 𝑠𝑠𝑖𝑖 is the similarity value at the pixel 𝑖𝑖, 𝑑𝑑 is the 

disparity value of the pixel, and 𝑗𝑗 is an index of neighboring pixels 
which are not holes. 

The average value of the disparity differences represents the 
local similarity well. However, we enhance the equation of the local 
similarity using the distance weighting function as defined in (10). 

 
𝑠𝑠𝑖𝑖 = ∑ 𝑤𝑤𝑠𝑠 ∙ �𝑑𝑑𝑖𝑖 − 𝑑𝑑𝑗𝑗�𝑗𝑗                                (10) 

We use the weighted sum of the disparity differences in (10). 
In (10), where 𝑤𝑤𝑠𝑠 is same with the spatial kernel in (8). Therefore, 
the trilateral kernel is defined in (11) and this kernel is used for the 
coefficient smoothing process instead of the BF. 

 

𝑊𝑊𝑇𝑇𝑅𝑅𝐼𝐼 = 𝑒𝑒
−
�𝑐𝑐𝑖𝑖−𝑐𝑐𝑗𝑗�

2

2𝜎𝜎𝑟𝑟2 ∙ 𝑒𝑒
−
�𝑥𝑥𝑖𝑖−𝑥𝑥𝑗𝑗�

2

2𝜎𝜎𝑠𝑠2 ∙ 𝑒𝑒
−

𝑠𝑠𝑗𝑗
2𝜎𝜎𝑙𝑙

2                (11) 

4. Experimental Results 
We tested our method using four different images: Teddy, 

Cones, Tsukuba, and Venus [9]. Both gray scale and color images 
are used for the experiments. In terms of the gray scale image, we 
transformed the color dataset to the gray scale dataset. Fig. 10 shows 
experimental results compared with those of conventional methods. 
All the results in Fig. 10 were generated by the color datasets. Test 
images represents Teddy, Cones, Tsukuba, and Venus from top to 
bottom. In Fig. 10, there are some blurred pixels near the edge region 
for each of results using conventional methods. However, in terms 
of our method, we alleviate the blurred pixels near the edge region. 

On the other hand, all the results in Fig. 11 were generated by 
the gray scale datasets except for the stereo matching results. The 
enlarged images of Teddy and Venus in Fig. 10 are shown in Fig. 12 
for further comparison. In Fig. 12, we can check that the results from 
MGIF and our method looks better than other methods. However, it 
is difficult to compare the results of the MGIF and the proposed 
method in detail. Therefore, some enlarged images from results of 
the MGIF and the proposed method are shown in Fig. 13. In Fig. 13, 
the upper image represents the result of the MGIF and the bottom 
one is that of our method. 

 For the quantitative comparison, we measured the BPR [5]. 
Table 2 shows the error rates of experimental results using the gray 
scale datasets. Table 3 shows BPR results using the color datasets. 

Table 2. BPR of experimental results using gray scale datasets 

 All Non-occ. Occ. Textured Textureless Disc. 

HBP [2] 11.62 5.1 86.62 5.03 6.08 17.5 

GIF [3, 4] 11.16 5.91 68.39 5.87 6.16 20.63 

GGF [4] 11.02 5.79 68.33 5.73 6.06 20.41 

MGIF [6] 9.73 5.06 55.12 4.97 5.58 16.7 
Our 

method 9.62 4.98 54.28 4.89 5.39 16.38 

Table 3. BPR of experimental results using color datasets 

 All Non-occ. Occ. Textured Textureless Disc. 

HBP [2] 11.62 5.1 86.62 5.03 6.08 17.5 

GIF [3, 4] 10.82 5.65 65.93 5.6 5.91 19.72 

GGF [4] 10.73 5.56 66.29 5.5 5.88 19.58 

MGIF [6] 9.32 4.85 50.93 4.74 5.52 15.99 

Our 
method 9.29 4.83 51.11 4.73 5.39 15.89 
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(a) Original image              (b) HBP [2]                  (c) GIF [3, 4]                  (d) GGF [4]                  (e) MGIF [6]               (f) Our method             (g) Ground truth 

Figure 10. Experimental results using color datasets 
 

 
(a) Original image              (b) HBP [2]                  (c) GIF [3, 4]                  (d) GGF [4]                  (e) MGIF [6]               (f) Our method             (g) Ground truth 

Figure 11. Experimental results using gray scale datasets 
 

In Table 2, our method shows the best average BPRs compared 
with other methods in the all regions. On the other hand, our method 
has worse BPR in the occluded region than the MGIF in Table 3. 
However, Table 3 also shows that our method shows better BPRs in 
all the regions except for the occluded region than other methods. 
When we applied the GIF or the GGF to the error detected disparity 
map, the average error in ‘All’ showed lower than that of HBP result. 
However, in terms of ‘Disc.’, both GIF and GGF results showed 

worse error rates than HBP. It is because of the coefficient problem 
introduced in Section 2. 

Our method tried to improve this problem modifying the 
process of coefficient smoothing using the trilateral kernel. 
Therefore, in both Table 2 and Table 3, our method reduced error 
rates not only in all regions but also in the error rate in the 
discontinuity region compared with HBP. The proposed method 
showed even better results than the MGIF. 
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(a) GIF [3, 4]                                (b) GGF [4]                                    (c) MGIF [6]                             (e) Our method                          (g) Ground truth 

Figure 12. Enlarged image of ‘Teddy’ and ‘Venus’ 
 

 
Figure 13. Comparison of enlarged images between MGIF and our method 

5. Conclusion 
This paper proposed the method for solving the pixel blurring 

problem near the object boundary which occurs when the disparity 
map is corrected with the GIF. The conventional GIF uses the 
average filter for the coefficient smoothing. Since this filter causes 
the blurring effect near the edge region, we used the concept of the 
JBU using the trilateral kernel for the coefficient smoothing. As a 
result, our method alleviates the blurring artifact in the edge region 
and it also shows a reduction of error rate of about 1.61% in the edge 
region compared with the results obtained using HBP. 
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