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Abstract
This work presents the results of a psycho-physical exper-

iment in which a group of forty (40) human participants rated
the overall quality of a set of 40 high-definition audio-visual se-
quences. These audio-visual sequences were impaired with au-
dio and video types of distortions commonly encountered in an
Internet-based transmission scenario. More specifically, Packet-
Loss and Frame Freezing distortions were added to the video
component, while Background noise, Chop, Clipping, and Echo
distortions were added to the audio component. Our goal was
to study how audio and visual degradations interact with each
other and with the content to produce the overall audio-visual
quality. An immersive experimental methodology was used to ob-
tain more accurate observer scores. Preliminary results show that
the audio and video degradations interact with each other to pro-
duce the overall audio-visual quality. For different types of audio
degradations, the Clip degradation obtained slightly lower qual-
ity scores. Similarly, for the different video degradations, Frame-
freezing distortions were rated higher. Also, when audio degrada-
tions were combined with Packet-loss, they had a stronger impact
on the audio-visual quality.

Introduction
The area of multimedia quality assessment is a multi-

disciplinary area, which combines knowledge from several do-
mains, such as psychology, physiology, image and audio signal
processing. Although the specific area of Visual Quality is fairly
mature [1, 2, 3], there are still several challenges to be solved in
the broader area of multimedia quality. In particular, as pointed
out by Pinson et al. [4], the issue of simultaneously measuring
the quality of multimedia contents (e.g. video, audio, and text) is
still an open problem. In the simpler case of audio-visual content,
some work has been done on trying to understand audio-visual
quality, what resulted in a couple subjective models [5, 6] and a
few audio-visual objective quality metrics [7, 8, 9, 10]. But, so
far, few works have studied the interaction between different au-
dio and video components [11, 12, 13], a research topic that has
become very relevant given the popularity of audio-visual content.

A scenario that is particularly important is the IP-based
transmission scenario. Typically, in this scenario, distortions in-
troduced in both audio and video components affect the overall
audio-visual quality, but in different ways. Additionally, these
cross-modal distortions may interact with the corresponding con-
tent and with each other, making the quality model more com-
plex [10]. Therefore, given the level of difficulty of this task,
perceptual studies (e.g., psychophysical experiments) that help re-
searchers understand the issues that affect the audio-visual qual-
ity, including the interaction of audio and video components, are

of great interest to the multimedia community.
The main goal of this work is to study the impact that com-

binations of audio and visual degradations have on the perceived
quality of audio-visual signals. With this goal, we performed
a psycho-physical experiment to estimate the overall quality of
audio-visual sequences containing combinations of audio-only
and video-only degradations. We used an immersive experimental
methodology [14] to reduce user fatigue, produce a more realis-
tic scenario and, as a consequence, obtain robust quality scores.
Considering the limited number of databases that contain audio-
visual content with realistic degradations and the associated qual-
ity scores, the second objective of this work is to build a large
audio-visual database and make this database available for the re-
searcher community.

This work has two main contributions. The first is the con-
struction of an audio-visual dataset, containing sequences with
combinations of audio and video distortions and their correspond-
ing quality scores. The dataset is composed of a diverse audio and
video content, which is hard to find in the literature. The second
contribution of this work is the study of the interactions of the au-
dio and video distortions to produce the overall audio-visual qual-
ity. Although there are similar works in the literature [11, 13],
most of them study how the audio and video quality interact to
compose the overall quality. In this work, we focus on the com-
mon audio and video distortions introduced by transmission and
compression procedures. We also present two types of transmis-
sion scenarios (UDP and TCP modeled) and several distinct audio
degradations commonly encountered on a VoIP scenario, which
are not often discussed in the literature.

The remainder of this document is divided as follows. First,
the details of the experimental setup for the immersive experi-
ment is presented. Next, experimental results are presented and
analyzed. Then, subjective responses are compared with objective
scores gathered using computational metrics. Finally, conclusions
and future work are discussed.

Experimental Methodology
This experiment was designed using the Immersive Method-

ology proposed by Pinson [14]. This methodology tries to cap-
ture a more accurate response of the human perceived quality by
presenting signals in a more natural scenario, i.e., common user
consumption conditions. The immersive method has been suc-
cessfully applied in several studies and the consistency of the data
gathered proof it as a reliable method for this type of experiments
[15, 16]. The present experiment was designed following two par-
ticular aspects of this methodology: length and content of stimuli.

Traditional methods [17, 18] restrict the stimuli duration to
either 8 or 10 seconds, which might result in “artificial” sequences
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Figure 1: Sixteen (16) sample frames out of the forty (40) original
videos used in the subjective experiment.

with no clear idea or message transmitted. According to the im-
mersive method, longer stimuli (e.g., 30-60 seconds) will engage
participants and encourage a media-consumption real scenario.
Similarly, low diversity of stimuli content is commonly used by
traditional methods. Source stimuli (SRC) are later processed at a
number of Hypothetical Reference Circuit (HRC) leading to large
stimuli sets of repeated content. Such design tend to result on
tiring experimental sessions, leading to content memorization by
participants and therefore, affecting the human perceived quality
responses. The immersive method tries to avoid these kinds of
issues by presenting each content stimuli only once, i.e., partici-
pants will rate all HRC from the processed stimuli pool but they
will not rate repeated content (SRC) from it.

Source stimuli and test conditions
A set of forty (40) high-definition audio-visual sequences

were considered as source stimuli for this experiment. In order to
maintain a common spatial and temporal resolution for the audio
and video components, we pre-processed the videos. The video
component was set to a spatial resolution of 1280 x 720 (720p),
a temporal resolution of 30 frames per second (fps), and a 4:2:0
color format. Regarding the audio component, the sampling fre-
quency was set to 48 kHz and the bit-depth was set to 16 bits.

Regarding the content, only sequences considered as “rele-
vant” were included on the experiment. In this context, a “rele-
vant” sequence will refer to a type of content typically consumed
by a common user. The main idea was to have several categories
of media entertainment. Among the desired categories, we can
list sports, movies, interviews, graphic animations, and live (and
studio) music. Figure 1 shows sixteen (16) sample frames of the
entire dataset of 40 source videos. Abrupt cuts were avoided in
order to guarantee that each sequence transmits a complete idea;
this resulted on a varying length set of sequences. The sequence
length varied between 19 and 62 seconds, with an average dura-
tion of 36 seconds.

A large stimuli pool was built by processing the original
dataset. To generate the test stimuli pool, we introduced audio
and video distortions in the audio and video components, respec-
tively, of the original sequences. The video distortions were Bi-
trate compression, Packet-Loss, and Frame-Freezing. The video
stimuli was compressed using H.264 and H.265 video codecs,

with varying the bitrates. With respect to Packet Loss and Frame-
Freezing distortions, since these types of distortions do not occur
simultaneously, the videos either contained one or another type of
distortion. The Packet-loss distortions were generated by drop-
ping packets from the bitstream at different rates (PLR), while
the Frame freezing distortions were generated by inserting pauses
with different lengths. The test conditions were organized to pro-
duce a set of 16 Hypothetical Reference Circuits (HRCs). Table 1
shows the parameters and types of degradations of each HRC.

With respect to the audio component of the test stimuli, four
(4) common streaming audio degradation types were introduced:
Background noise, Chop, Clip, and Echo. These types of degra-
dations, along with the insertion procedure, were inspired by the
TCD-VoIP dataset [19]. The TCD-VoIP dataset includes some
common degradations encountered in a voice over IP transmis-
sion. Degradations are considered as “platform-independent” as
they are not influenced by the codec, hardware, or network in use.
For this experiment, a sample of the test conditions used by the
TCD-VoIP dataset was selected and inserted to the audio compo-
nent of the original sequences. For each type of distortion (noise,
chop, clip, and echo), two test conditions were selected and dis-
tributed along the 16 HRC arrangements. Additionally, 4 test con-
ditions (ANC) were included as anchors. Table 1 shows the details
of the HRCs and their corresponding parameters.

Altogether, 40 source stimuli were processed at 20 differ-
ent test conditions (including 4 anchor conditions). This resulted
in 800 different audio-visual sequences with different audio and
video distortions. It is important to mention that, for each test ses-
sion, the participant was presented with only 40 test stimuli of the
800 test sequences, as recommended by the immersive method.

Equipment and procedure
The experiment was conducted at the University of Brası́lia

(UnB), in a recording studio of the Núcleo Multimedia e Internet
(NMI) of the Department of Engineering (ENE). Sound isolation
was guaranteed during the experiment and only one participant
was allowed during each experimental session. Hardware equip-
ment consisted of a desktop computer, an LCD monitor, a set of
earphones, and a dedicated sound card to provide subjects with an
ideal sound experience. Detailed specifications of the equipment
are presented in Table 2.

Subjects were seated maintaining a distance of three screen
heights (3H) between their eyes and the monitor screen, as it is
recommended by the International Telecommunications Union on
BT.500.1 [17]. This experiment was conducted with 42 partici-
pants (16 female and 26 male). Subjects were volunteers from
the University of Brası́lia, most of them were graduate students
from the Computer Science and Electrical Engineering Depart-
ments. Not having a critical hearing or vision impairment was a
pre-requirement for participants, additionally, the use of glasses
or contact lenses was requested if needed to watch TV.

A single experimental session was divided into three sub-
sessions: display, training, and main sessions. The display ses-
sion consisted of presenting a set of short clips containing all test
conditions (HRCs) to the participant. Test conditions included all
degradation levels for both audio and video distortions. The main
purpose of this session was to give the participant an idea of the
quality range considered in the experiment. Once the session was
completed, participants were asked if they have noticed quality
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Table 1: Coding parameters and types of degradations of the audio and video component of each HRC of the dataset.
Audio Component Video Component

Noise Chop Clip Echo Video Codec Bitrate (kbps) PacketLoss Freezing
HRC Type, SNR (dB) Period (s), Rate (chop/s), Mode Multiplier Alpha (%), Delay (ms), Feedback (%) PLR Pauses, Length (s)
HRC1 car, 15 - - - H.264 16,000 - 1, 2
HRC2 - - 11 - H.264 16,000 - 1, 2
HRC3 - - 11 - H.265 8,000 0.01 -
HRC4 - 0.02, 2, zeros - - H.265 80,00 0.01 -
HRC5 - - - 0.3, 100, 0 H.264 16,000 - 1, 2
HRC6 office, 10 - - - H.264 16,000 - 1, 2
HRC7 - - - 0.3, 100, 0 H.265 8,000 0.01 -
HRC8 - - - 0.3, 100, 0 H.264 2,000 0.05 -
HRC9 office, 10 - - - H.264 2,000 0.05 -
HRC10 office, 10 - - - H.264 800 - 3, 7
HRC11 - - 25 - H.264 2,000 0.05 -
HRC12 - - 25 - H.264 800 - 3, 7
HRC13 - - 25 - H.265 400 0.08 -
HRC14 - 0.02, 5, zeros - - H.265 400 0.08 -
HRC15 - - - 0.3, 180, 0.8 H.264 800 - 3, 7
HRC16 - - - 0.3, 182, 0.8 H.265 400 0.08 -
ANC1 - - - - H.264 64,000 - -
ANC2 - - - - H.265 32,000 - -
ANC3 - - - - H.264 64,000 - -
ANC4 - - - - H.265 32,000 - -

Table 2: Equipment specifications

Equipment Technical Details
Monitor Samsung SyncMaster P2370

Resolution: 1,920x1,080; Pixel-response rate: 2ms;
Contrast ratio: 1,000:1; Brightness: 250cd/m2

Earphones Sennheiser Hd 518 Headfone
Impedance: 50 Ohm; Sound Mode: Stereo;
Frequency response: 1426,000Hz;

Sound Card Asus Xonar DGX 5.1

differences between the displayed clips.
The next session was the training session. The goal of this

session was that the participant got used to the experimental proto-
col and with the rating procedure used in the main session. In this
session, we presented sample sequences to the participants, which
contained different levels of distortion (both audio and video). Af-
ter each sequence was displayed, a rating scale appeared on the
screen and the participant was requested to rate the sequence us-
ing a five-point Absolute Category Rating (ACR) scale, ranging
from 1 to 5. The rating scale was labeled (from 1 to 5) as “Bad”,
“Poor”, “Fair”, “Good”, and “Excellent”.

Finally, during the main session, the actual experiment was
performed, following the same procedure used in the training ses-
sion. The experimental methodology was single stimulus, with
each test sequence being played only once. As mentioned earlier,
four anchor sequences were included in the dataset. Sequences
were played in a random and rated using the ACR scale. In total,
considering all three sessions, a single experiment lasted around
50 minutes on average. To avoid fatigue, participants could take a
small break in the middle of the experiment.

Experiment Results
Responses collected from participants in this type of exper-

iment are known as subjective scores. For traditional methods,
the mean opinion score (MOS) associated with a single test se-
quence is obtained by averaging all scores given by all partici-
pants for that particular sequence. In our experiment, the Mean
Quality Score (MQS) per-HRC is obtained by averaging the qual-
ity scores, given by all participants, for a particular j-th HRC:

MQS(j) =
1
n
·

n

∑
i=0

QS(i, j), (1)

where n is the total number of subjects (in our case n = 12) and
QS(i, j) is the quality score given by the i-th subject to the j-th
HRC test sequence. In other words, MQS(j) gives the average
quality score for the j-th HRC, measured over all subjects and
originals.

Figure 2 presents the MQS values collected from the sub-
jective experiment. In Figure 2 (a) the MQS values are grouped
according to the audio distortions (chop, clip, echo, and noise),
meanwhile in Figure 2 (b) the values are grouped according to the
video degradations (packet-loss and frame-freezing). It can be ob-
served in this figure that most HRCs obtained quality scores equal
or below 3.5, while the anchors sequences (ANC) obtained qual-
ity scores well above 4. Considering the different types of audio
degradations, Clip degradations obtained slightly lower quality
scores on average, while Echo test condition HRC16 received the
lowest quality score. Additionally, by observing the gaps between
the distortion levels for Clip and Echo distortions, we noticed that
the differences between neighboring HRCs were roughly con-
stant, while the differences between neighboring HRCs for Noise
and Chop seemed more irregular. This might suggest that Noise
and Chop degradations were more sensitive to variations, i.e.,
varying the distortion level for these distortions had a higher im-
pact on the perceived quality.

In Figure 2 (b), where MQS scores were organized accord-
ing to the different types of video degradations, we notice that
there is a clear difference between the MQS values obtained
for the Packet-loss and Frame-freezing distortions. On average,
Frame-freezing distortions seemed to have a lower impact on the
perceived quality than Packet-loss distortions. However, by ob-
serving the gaps between both types of distortions, variations of
Frame-freezing distortion levels seemed to have a heavier impact
on the perceived quality. In other words, varying the levels of dis-
tortion for Frame-freezing produced a more pronounced drop of
quality, when compared to a variation in Packet-loss distortion.

For the case of audio degradations, no particular degrada-
tion was identified as having a determinant effect on the perceived
quality. As already mentioned, for the case of video degradations,
Packet-loss had a stronger influence on the perceived audio-visual
quality. Therefore, in terms of combined degradations, audio
degradations combined with Packet-loss had a stronger impact on
the overall audio-visual quality.
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(a) HRCs grouped by audio degradations.

(b) HRCs grouped by video degradations.

Figure 2: Mean Quality Score (MQS) for the different combinations of audio and video degradations (Table 1 describes each HRC).

Figure 3 presents the MQS values obtained for each of the
HRCSs, along with the single user scores. It can be observed that
for more ‘degraded’ HRC (see Table 1), the results are more con-
sistent, i.e., the spread of points is smaller. But, for HRCs that
received a MQS value around the center of the scale, the scores
provided by participants varied more, resulting in a larger stan-
dard deviations around the average value.

Objective Quality Comparison
We compare the subjective scores with the objective results

gathered from one audio and one video quality metrics. Natu-
rally, the subjective scores correspond to the overall audio-visual
quality, while the quality scores predicted by the objective metrics
represent the quality of a particular component (audio or video).
Also, it is worth pointing out that the subjective scores are dis-
tributed on a five-point rating scale (ACR), while the scores pre-
dicted by the objective metrics do not have the same range, which
might lead to scale calibration bias. Despite these issues, the com-
parison between subjective and objective scores can provide inter-
esting insights concerning the predicted quality and their interac-
tion with the overall audio-visual perceived quality.

The DIIVINE quality metric [20] was selected to predict the
quality of the video component of the stimuli. Figure 4 depicts
the scatter-plots of the subjective scores versus the correspond-
ing DIIVINE scores, organized according to the types of degra-
dation. In general terms, and independent if it is an audio or a
video degradation, the scatter-plots presented a moderate nega-
tive correlation between the subjective audio-visual (MQS) and
the DIIVINE scores. It seems that the DIIVINE metric tended

to overestimate the video quality of sequences, since most points
fall below the red line in the graph (this being interpreted as better
quality). While MQS values occupied most of the rating scale (1
to 5), DIIVINE scores were concentrated on the middle of their
scale (0 to 1). Despite this characteristic, DIIVINE scores varied
along the MQS values, showing a good consistency.

Figure 4 shows that sequences affected by Packet-loss degra-
dations (HRCs 13, 14, and 16) resulted in a lower quality, ac-
cording to the DIIVINE metric. The same graph suggests that
sequences with a Frame-freezing type of degradation (HRCs 1, 2,
5, and 6) were less affected in terms of quality. Naturally, regard-
ing the audio distortions, no particular behavior was observed in
terms of a higher or lower quality for a specific audio degrada-
tion. However, it can be observed that video degradations tend to
group around similar conditions. This tendency is only broken for
two cases that correspond to Noise and Chop audio degradations
(HRCs 10 and 8), which suggests an influence of audio distortions
on the perceived audio-visual quality.

VISQOLAudio was chosen as the audio quality metric [21].
Figure 5 depicts the scatter-plots of the subjective audio-visual
quality scores (MQS) versus the VISQOLAudio scores, organized
according to the audio and video types of degradation. In general
terms, and considering that this comparison is made between au-
dio and audio-visual scores, no particular pattern was observed.
VISQOLAudio also seemed to overestimate the quality for most
conditions (most marks fall above the red line), which is expected
since only the audio component is being measured.

In Figure 5 it can be observed a clear difference between se-
quences affected by Frame-freezing and Packet-loss distortions.
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Figure 3: Mean Quality Score (MQS), and its respective spread of scores, for the different Hypothetical Reference Circuit (HRC)
degradations (see Table 1).
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Figure 4: Scatter plot of audio-visual subjective scores (MQS)
versus video objective scores (produced by DIIVINE).

Again, similarly, video conditions tended to group around each
other, but not as ‘strongly’ as it was seen in Figure 4. Regard-
ing the type of audio degradations, Figure 5 shows that Chop se-
quences got higher quality scores.

Finally, both VISQOLAudio and DIIVINE scores were com-
pared. Figure 6 depicts a scatter-plot of these scores, organized by
the types of audio and video degradations. The graph shows a dis-
perse negative relationship between both sets of scores. It can be
observed that scores remained spread in the middle of the rating
scale. It can be noticed that frame-freezing conditions (HRCs 10,
12, and 15) presented lower audio and video quality predictions.

Conclusions
This work presented a subjective quality experiment con-

ducted using the immersive methodology. The experiment pre-
sented audio-visual sequences impaired with different audio and
video types of degradations. For the video component, sequences
were impaired with two types of degradations: Packet-loss and
Freezing-frames. As for the audio component, four common
streaming audio degradation types were considered: Noise, Chop,
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Figure 5: Scatter plot of audio-visual subjective scores (MQS)
versus audio objective scores (produced by VISQOLAudio).

Clip, and Echo. A large dataset, consisting of 800 audio-visual se-
quences with both audio and video distortions was made public.
Given the difficulty of finding public datasets with this type of
characteristics, it is expected that the present work will be a good
contribution to the area and encourage further studies in audio-
visual quality assessment.

Experimental results suggests that participants were able to
distinguish between the different levels of quality for each type of
degradation. For the particular case of Noise and Chop degrada-
tions, it could be observed that variations on the levels of these
distortions had a strong impact on the perceived quality. As for
the video degradations, Frame-freezing test conditions were rated
with higher quality when compared to Packet-loss test conditions.
Similarly to Noise and Chop degradations, varying the level of
distortion of Frame-freezing sequences presented a strong impact
on the perceived quality.

Finally, subjective results were compared to the objective
predictions of an audio (VISQOLAudio) and a video (DIIVINE)
quality metric. By comparing the audio-visual MQS and the DI-
IVINE predictions, we noticed a tendency to overestimate video
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Figure 6: Scatter plot of audio objective scores (prduced by
VISQOLAudio) versus video objective scores (produced by DI-
IVINE).

quality. It was also observed that DIIVINE scores varied along
MQS range, suggesting a consistency on results predicted by this
video metric. A more detailed analysis showed that Packet-loss
conditions (HRCs 13, 14, and 16) were rated with lower quality,
compared to Frame-freezing test conditions. It was also noticed
that video test conditions tended to group around each other, this
tendency was only broken for conditions where the audio compo-
nent was affected by Noise and Chop degradations. This might
suggest that, although the video component is the strongest influ-
ential factor, certain audio types of degradation play an important
role in terms of the overall audio-visual quality.

A similar comparison of the audio-visual MQS and the au-
dio predictions from VISQOLAudio showed, again, that the ob-
jective metric overestimates the perceived audio-visual quality. It
was also observed that Chop sequences received a higher quality
prediction. As observed with DIIVINE results, video test condi-
tions also tended to group around each other, but in a lighter way.
A final comparison between DIIVINE and VISQOLAudio results
showed that most predictions fall in the middle of the rating scale,
it was also observed that some Frame-freezing conditions (HRCs
10, 12, and 15) received low audio and video quality predictions.
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