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Abstract
For decades, image quality analysis pipeline has been using filters

that are derived from human vision system. Although this paradigm is able
to capture the basic aspects of human vision, it falls short of characteriz-
ing the complex human perception of different visual appearance and im-
age quality. In this work, we propose a new framework that leverages the
image recognition capabilities of convolution neural networks to distin-
guish the visual differences between uniform halftone target samples that
are printed on different media using the same printing technology. First,
for each scanned target sample, a pre-trained Residual Neural Network is
used to generate 2,048-dimension vision feature vector. Then, Principal
Component Analysis is used to reduce the dimension to 48 components,
which is then used to train a Support Vector Machine to classify the target
images. Our model has been tested on various classification and regres-
sion tasks and shows very good performance. Further analysis shows that
our neural-network-based image quality model learns to makes decisions
based on the frequencies of color variations within the target image, and it
is capable of characterizing the visual differences under different printer
settings.

Introduction
Image quality assessment is very important for electronic imaging

systems. It allows us to predict the quality of the image, so that it can be
maintained, controlled and possibly enhanced before production or further
processing[1]. Hence, a reliable image quality paradigm is crucial in the
development of image processing systems.

There have been many efforts developing image quality assessment
methods and tools in the imaging community. In general, the methodology
of image quality assessment can be divided into two schools: subjective
methods [2], where human viewers are involved to evaluate the quality
of images, and objective methods [3], where the numerical metrics are
calculated from the image. Theoretically, subjective methods tend to be
more accurate and reliable, as images are ultimately viewed by human
viewers. However, subjective methods are not practical due to time and
labor cost. Thus, objective image quality metrics are highly desired in the
imaging industry to predict the quality of an image as close as possible to
the subjective assessment.

Traditional objective image processing-based image quality assess-
ment pipeline [4] for image noise use filter-based techniques to focus on
the structure within the certain (pre-determined) frequency range, and an-
alyze the image linearly channel by channel. However, such approaches
based on linear combination of filters may not be best suited for the task
of modeling human perception of printed image noise.

Neural network based computer vision model has shown great po-
tential to mimic human vision in many fields, and increasing research
efforts are being put into using computer vision to do image quality as-
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Figure 1: Overall framework of computer vision based image
quality analysis system.

sessment [5]. In this paper, we use computer vision (CV) models to build
appearance-based metrics to evaluate the visual image quality of printed
images, in particular, the micro uniformity [6] in a print. We aim to char-
acterize the visual noise that is perceived by human viewers from printed
images. Our model leverages recent developments in deep neural net-
works and machine learning to mimic noise perception of the human vi-
sion system. Our experiment shows that the proposed model achieves high
accuracy for both subjective and objective micro uniformity assessment
tasks. Furthermore, to demonstrate the viability of the proposed model,
we show the effectiveness of the off-the-shelf neural network features for
decision making in various image quality assessment tasks.

Data Acquisition
Our dataset consists of 75,000 RGB image patches (224x224x3)

from 600 dpi scans of full page CMYK halftone inkjet prints on 6 different
papers. These 6 media types and their respective printing conditions were
chosen to produce nearly identical colors but with various levels of grain-
iness noise according to human perception and analytical image analysis.
In the context of this paper, paper type is just a convenient label for various
levels (classes) of image noise.

The digital image patch used in this experiment is shown in Fig.
1. Note that the dimension of the image is chosen to fit in the input
layer of Residual Neural Network. Also, the contrast of scanned images
are adjusted and normalized to control the environment and reinforce our
pipeline to learn from the noise and nothing else.

Machine Learning Based Image Quality As-
sessment

The modeling framework can be described as follow: We use a pre-
trained Residual Neural Network ResNet50 [7], to retrieve a 2,048 dimen-
sion feature vector from an input RGB image. We then use the Principal
Component Analysis (PCA) to further reduce the feature dimensions to
48. Finally, the reduced feature is input to a support vector machine that
has been trained for various objective and subjective image quality assess-
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Figure 2: Confusion matrix on test data for media classification.

ment tasks such as media type classification, visual noise metric, and IQ
noise ranking.

Media Type Classification
As noted previously, the media type is a surrogate for different levels

of image noise. Due to the different physical and chemical attributes of
the media and the physics of ink-media interaction, the printed images
have different IQ noise appearance on different media. Therefore, we aim
to use discriminant features extracted from a Convolution Neural Network
(CNN) to pinpoint the source media of image.

We train a multi-class Support Vector Machine (SVM) classifier to
predict the correct media types for given images. We split the dataset into
80% and 20%, and train the classifier on the 80 %. We show the results
in Fig. 2. It shows that our model achieves higher than 95% accuracy
across all paper types. This suggests that the noise patterns for each paper
type are distinct and the CV model successfully learns to recognize them.
Compared with traditional IQ metrics, where only real values are pro-
duced as the representation of the quality, our model can further approach
human vision system by reflecting the type of source based on distinct
image visual appearance.

Image Quality Ranking
In addition to the media classification capability, the proposed model

also shows ability to perform pair wise image quality comparison, and it
can produce an overall subjective IQ rankings through out all the studied
images.

First, we had a human expert rank the images in order of preference
from 0, the best image quality, to 5, the worst image quality. We verified
that the ranking is generally consistent for images of the same media type,
so we assigned the same rank to all images of a media type. Then, we
trained a set of five binary SVM classifiers, and combined them to produce
discrete number from 0 to 5 as image quality ranking. Fig. 3 shows the
final prediction accuracy. Overall ranking prediction is higher than 95%,
except for paper C which appears have some confusion with paper D.
Coincidentally, papers C and D are from the same manufacturer.

Note that although the rankings are given by experts by paper types,
hence the rankings are directly associated with the paper types, there are
differences between media classification and image quality ranking pre-
diction. For media type classification, we consider every class indepen-
dent, and there is no correlation assumed between classes. However, the
pair wise ranking prediction is ordinal regression, and the algorithm needs
to find the correct order based on image quality and find the right bound-
aries between two classes that have similar image quality performance.
Fig. 3 also shows the difference between media type classification and

Figure 3: Confusion matrix on test data for image quality ranking.
Here we keep all paper types in order of image quality. 0 means
the best image quality, and 5 means the worst image quality.

Figure 4: Plot of ground truth noise measure vs prediction from
noise level regressor. The x-axis is the ground truth, and y-axis is
the prediction from our regression model.

ranking prediction. Comparing Fig. 2 and Fig.3, we can see that ranking
prediction has more confusion between papers C and D, but little confu-
sion can be observed in the media type classification.

Image Noise Level Prediction
Finally, in the context of objective image quality analyses, we con-

sider the ability of our image quality assessment model to quantitatively
predict the noise level. We use an industry standard image quality tool to
measure the visual high frequency noise level from patches, and trained a
SVM regression model to predict it.

The regression results on test data are shown in Fig. 4. A linear
correlation between ground truth and prediction can be observed. The R-
Squared score of our regression model is about 0.86, suggesting a good
agreement between objective metric and metric inferred from the neural
network model.

Model Ablation Study
To validate and demonstrate the viability of model, we aim to further

examine the proposed model. Although, explaining and examining the
machine learning classifier, including traditional machine learning meth-
ods and deep learning methods, has been drawing more and more attention
recently, most of the classifier explainers found in recent literature [8, 9]
are focused on explaining spatially localized features for generic image
recognition or text classification tasks. However, this is not applicable
in our study. All the images in our experiment look roughly the same;
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Figure 5: Plot of data points by 1st and 2nd PCA components.
Data points are color coded by media types, and image quality
rankings from human expert are marked on the different point
clouds.

the distinct features of interest is the noise (i.e. texture), which is not lo-
cal. Therefore, we propose two approaches to explain our model: (a) by
checking the separability of features generated by the pre-trained neural
network and (b) by determining the confidence level change of the SVM
classifier as the noise structure is altered.

Effectiveness of Neural Network Vision Features
Although the IQ assessment pipeline achieves high accuracy using

the ResNet50, further test on the effectiveness of the neural network fea-
tures is still desired for following reasons:

• Networking repurposing: It has been shown that the hierarchical
combination of convolution layers in the neural networks is capable
of extracting localized features. However, for image quality assess-
ment of noise, no localized semantic features are included in the
images.

• Dataset difference: Our pre-trained network was trained on Ima-
geNet [10] dataset. ImageNet contains millions of images labeled
with semantic labels, and it is designed to train and benchmark clas-
sifiers to do image and object recognition. Therefore, no informa-
tion regarding image quality is given during the network training.

Therefore, the effectiveness of neural network features needs to be
validated for IQ assessment. Here, we propose that neural network fea-
tures are effective if the extracted neural network visual feature can sepa-
rate the data points by their visual appearance differences.

To demonstrate the separability of the neural network features, we
plot data points by first and second PCA components, and the visualiza-
tion is shown in Fig. 5. We can see that datapoints of the same media
type are well clustered, and some separability between different clusters
can be observed. In fact, one can argue as more latent features (e.g. PCA
components) are included, the point clouds will become completely sep-
arable from each other. Hence, near perfect classification results can be
expected.

To further enhance the between class separability of the neural net-
work features, we use Linear Discriminant Analysis (LDA) to process the
neural network features and visualize the first two LDA components in
Fig. 6. Unlike the PCA, the LDA uses the class labels to separate the data
points in orthogonal spaces. We can see that a good separability can be
achieved using just 2 LDA components. The only overlap observed occurs
between papers C and D, which correlates with our previous observation
in image quality rankings.

Figure 6: Plot of data points by 1st and 2nd LDA components.
Data points are color coded by media types, and image quality
rankings from human expert are marked on the different point
clouds.

Therefore, we can conclude that neural network features from pre-
trained ResNet are effective in discriminating between visual appearances
of images required for image quality assessment tasks.

Classification Explaining
We now consider the decision making of the SVM classifier. Unlike

most of the classifier explainers, which find localized stimulating regions
within an image corresponding to a class label, we attempt to find the
relevant frequency ranges in the image that allows the classifier to make
its prediction.

Our approach is described as follow: First, we filter original images
with a low pass filter. Here we chose filters with cut-off frequency ranging
from 0 to 10 cycle/mm. Then, the filtered images are fed into our pipeline
to predict the different media types. We monitor the confidence of the true
class from the SVM classifier as the cut-off frequency is changed.

Fig. 7 shows the confidence level versus cut-off frequency. The
following observations can be made:

1. The confidence of classifier is very low when only near-DC compo-
nent is included in the image. This is not surprising because that the
near-DC component should look very similar on all different media
types, which is a constant tone patch of contrast adjusted color.

2. The confidence of classifier is almost at 1 when the cut-off fre-
quency is greater that 10 cycles/mm suggesting there no discrim-
inating features of frequency greater than 10 cycles/mm .

3. The confidence level jump occurs when the cut-off frequency is be-
tween 4-6 cycles/mm. Each media type has a distinct response cor-
responding to the noise frequencies that the classifier has learned to
discriminate the media type.

Note that, in Fig. 7, the confidence curve representing paper type B
does not go down to near 0 when only near DC component is included.
This is caused by the nature of the multi-class classifier. Given an arbitrary
image, the classifier is designed to assign one of six labels. Therefore, one
of the six labels is selected as default classifier when the classifier is not
able to produce any confident decision. In our case, paper B is the default
classifier label.

To summarize, we demonstrated that the neural network feature uti-
lized by our image quality assessment model is able to recognize the im-
age quality differences within the test images, and our pipeline makes the
classification decision based on the high frequency noise between 4 and
6 cycles/mm. We note that these frequencies are in the visual noise high
frequency (VNHF) range typically associated with graininess noise.
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Figure 7: The plot of media type classifier’s confidence response
corresponding to frequency.

Conclusion
We propose a neural network based image quality assessment model

to characterize graininess noise in the printed images. Our pipeline utilizes
a pre-trained residual neural network to process the images with various
levels of image noise, and extracts features for both subjective and objec-
tive image quality assessment tasks, including media type classification,
IQ ranking prediction, and IQ noise level prediction. The proposed model
achieves high accuracy on the aforementioned IQ assessment tasks with-
out additional neural network training and other processing. Compared
with traditional filter based IQ metrics, our model is able to better approx-
imate the human vision system and successfully assess images based on
visual appearance.

Furthermore, we propose a new methodology for explaining and ex-
amining the IQ assessment classifier. First, We show that visual features
extracted from neural networks are effective and highly discriminating for
visual appearance and image quality. Then, we show that our trained clas-
sifiers are responding to image noise frequencies between 4 6 cycles/mm,
which one often attributes to graininess.
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