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Abstract

Streaks are one of the most common defects in electropho-
tographic printers, and dramatically affect print quality. Re-
searchers have developed methods to detect streaks. Then,
using the detection result helps us to diagnose issues of the
printer and discover broken components of the electrophoto-
graphic printer. In previous work, the streak detection meth-
ods are based on a particular printer or particular streak de-
fects, such as Intermediate Transfer Belt (ITB) or Organic
Photoconductor (OPC) drum streak. In this paper, we design
a Block Window Method to pre-test the images with streak de-
fects. It is based on the local AE value in a block window
and works for different kinds of streaks. After using the Block
Window Method, the detection result includes small streaks
or noise defects that are too localized for humans to see. We
use the logistic regression algorithm to classify the real visible
streaks and small invisible streaks. This process will improve
the accuracy of the detection result. After the classification,
we can get the streak detection result, which is significant for
extracting the feature vector of the streak defects in the test
image. Then, we can use the feature vector to classify different
streak defects.

1. Introduction

Page quality (PQ) is one of the most significant issues
with electrophotographic printers. There are many reasons
for PQ issues, such as limitations of the electrophotographic
process, faulty printer components, or other failures of the
print mechanism. These reasons can produce different kinds
of PQ issues, like streaks, bands, and gray spots. In this pa-
per, we propose a method for detecting streak defects. The
major axis of streaks is along the printing process direction.
They occur when the ITB (Intermediate Transfer Belt), OPC
(Organic Photo Conductor), or other color cartridge compo-
nents include issues. Through analyzing streaks detection
result, we can diagnose the issues of the printer. Figure 1 is
the example of a streak defect.

Our streak detection algorithm is based on the analysis
of a standard printed test page, such as is shown in Figure 1.
This page could be printed by the customer, or an on-site field
technician, scanned at the customer’s location, and then ana-
lyzed by the printer firmware. Based on the detection result,
our algorithm can analyze the issues of the printer and send a
report to printer customer service. The customer service will
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analyze the printer problems without using customer images.

This new method for streak defect detection is based on
recent image quality work. These techniques focus on mea-
surement of print quality, and address assessment of page
non-uniformity [3]-[8], fine-pitch banding [9]-[11] and some
image processing methods [12]-[14].
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Figure 1: Test image with developer streak defect.

In this paper, we build a solution to find vertical streaks
in test images. We will cover the proposed procedure, the
results, and the conclusions in the following sections.

2. Streak detection procedure

In this section, we introduce the details of detecting the
streak defects in the customer images. The overall pipeline
of the proposed method is shown in Figure 2. It will be pre-
sented in two parts: 1. Using the Block Window Method to
get the streaks detection result including noise; 2. Using Lo-
gistic Regression to remove noise detections.

2.1 Block window method

The block window method is to separate the test image
into several blocks, and analyze the AE value of each block to
detect the streaks.

2.1.1 Pre-processing

The scanned test images usually are saved in sRGB
color space and are gamma corrected. Firstly, the test images
should be gamma un-corrected and color space converted

3001

9, Society for Imaging Science and Technology



from sRGB to CIE L*a*b*. Secondly, we use a Gaussian
Filter (descreening algorithm) to remove halftone patterns.
The Gaussian Filter size is 15 x 15 (pixels) with 0 = 2. An
original image and the corresponding descreened image are
illustrated in Figure 3a and Figure 3b. The descreening equa-
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Figure 2: The overall pipeline of the streak detection method.
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Figure 3: The result of the descreening test image.
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The image f(x,y,c) is the input in CIE L*a*b* color
space, g(i,j) is the 15 x 15 Gaussian Filter, and f'(x,y,c) is
the descreened result.

After getting the descreened CIE L*a*b* image, we
should separate the image into many blocks. In this exper-
iment, we set the block size to 200 x 200 (pixels). For differ-
ent test images, we can use different block sizes to choose the
smooth area.

2.1.2 Choose smooth area

After the preprocessing step, we get the block descreened
test image in CIE L*a*b™ color space. For the next step, we
should choose the smooth area of the test image, as there is
some custom content in the test image. This custom content
may include vertical lines. To select the smooth area of the
test image, we use the average AE value of each block. AE
is a metric for understanding how the human eye perceives
color differences.

Firstly, we calculate the AE of each pixel in one block.
The subscript (i, j) means the pixel position in the image. The
subscript ave means the average value of each channel value
in one block. M is the block size.

Figure 4: The smooth area of the test image.

AE(i,J’) = \/(L(i,j) —Lave)2 +(a(i,j) - aave)2 + (b(i,j) - bave)2
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Secondly, we use AE value of every pixel in one block to
calculate the average AE value of the block.
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After getting all the AE ;.1 values of the test image, we
set a threshold for AEy;,.%, and choose the smooth area of
the test image. This threshold is an experimental parameter.
If the threshold is too small, streak defects will be included
in the non-smooth areas. Otherwise, many small customer
contents will belong to the smooth area. In our experiments,
we checked 50 test images and chose the threshold to be 2.
It can be verified by the streak feature in the Section 2.2.1.
Figure 4 shows the smooth area result, where the white area
of the mask image is the smooth areas.

2.1.3 Detect streaks using AE projection

For the next step, we use a AE projection in each smooth
block to detect streaks. As streaks are the vertical lines in
the test images (parallel to the printing process direction), we
project the AE of each column in the block along the printing
process direction.

Typically, the magnitude of the AE streak projections is
very high (almost twice projection value of the smooth ar-
eas). To distinguish the streak from the smooth area, we set
a threshold Tagpro; according to Eq. (3). Only the projec-
tion magnitudes that exceed the threshold will be marked as
steak defects.

TaEproj = AEpiock x M 3

After calculating the whole test image, we can get the
streak pre-detection result as illustrated in Figure 5. The
pre-detection result includes all the streaks visible to the
naked eye. But it also contains many noise detections, which
are labeled as streaks, even though they are too small to be
seen by the human eye. We can compare Figure 1 and Figure
5 to find there is a noise detection in Figure 5. So, we use the
logistic regression algorithm to remove the noise detections.

]

’ Detection Noise

Figure 5: The block window method detection result.
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2.2 Logistic regression application

In the Block Window Method, the threshold for deter-
mining smooth areas is an experimental parameter. To get
more accurate streaks detection results for different kinds of
streak defect test images, a better way is to use a different
threshold parameter for each type of streak defect. In prac-
tice, we use one threshold for all kinds of streak defects. The
detection result will include many noise detections for some
types of streak defects. The way we remove the noise detec-
tions is by using the logistic regression method to classify the
visible streak defects and the invisible streak defects, as il-
lustrated in Figure 5.

2.2.1 Extract feature vector

For the logistic regression process, we developed five fea-
tures to distinguish the visible streaks and invisible streaks.
Before extracting the features, we use the connected compo-
nent algorithm to label the different streak detection results.
We introduce the five features below.

1. Area of each streak detection result
This equals the number of pixels included in each
streak detecion result, denoted by N.

2. Length-width ratio of each streak detection
result
Because the streak is a vertical line in the test image,
the greater the length-width ratio of the detection
result, the greater the probability of a streak defect.
The length and width of each streak detection result
are available from the connected component calculation
process.

3. Severity of each streak detection result
There are two factors that affect the severity of the
streak detection: the area of the streak detection result
and the average AE value of the streak detection. We
calculate the severity of the streak detection according
to Eq. (4).

S =AEgreqk— qve XN (4)

4. L*channel difference

We use lightness to classify streaks: light streaks and
dark streaks. Because the L* channel represents the
lightness value and the most obvious characteristic to
distinguish between streaks and background is light-
ness, we calculate the average value of the L* channel
in the smooth area and denote it as Lg,;,00,- Then, we
use the Eq. (5) to calculate the L* channel difference
from the mean of each streak detection result.

= Z?il(Li _I:smooth)
Lstreak = N (5

If Lgireqr is positive, the streak is a light streak;
otherwise, the streak is a dark streak.
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5. Sharpness of streaks

The last feature is the sharpness of a streak. Sharp-
ness is defined by the boundaries between zones of dif-
ferent tones or colors. One way to measure the sharp-
ness is to use the rise distance of the edge, for example,
the distance (in pixels, millimeters, or fraction of image
height) for the pixel level to go from 10% to 90% of its
final value. This sharpness calculation method is called
the 10—-90% rise distance. Firstly, we should project the
AE value of each streak detection. Then, using the Eq.
(6) to calculate the sharpness of streak, we define the
Sstrear to be the sharpness of streak. Figure 6 shows
the notation of the Eq. (6).
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Figure 6: Calculation sharpness using the AE projection of
one streak.
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Sstreak = @itag) (6)

After extracting the features, we should normalize every fea-
ture for the Logistic Regression classification.

2.2.2 The data set

The streaks data set includes 24 streak defect images
with 1699 pre-detected streak results. These 24 defect im-
ages include four different kinds of streak defects. Table 1
shows the details of the data set.

We use twenty images for the training set and four im-
ages for the test set.

Table 1: Streak Images Data Set

Defect Type Number of Images
Developer Streak 10
ITB Streak 7
OPC Streak 11
Scanner Dirty Streak 3
3004

2.2.3 Construct the logistic regression model
We assume this classification data needs a linear deci-
sion boundary. Eq. (7) shows the boundary function [15].

n
00 +01%1 +..+Opxp = Y O;x; =0 x %)
i=0

Based on the linear decision boundary assumption, we
can build a the logistic regression prediction function Eq. (8).

1
h@(x) = m (8)

In the Eq. (8), the 24(x) means "the probability of sample
belongs to class 1". So, the probability of output belongs to
class 1 or 0 is Eq. (9):

P(y=1lx;0)=hg(x) , P(y=0lx;0)=1-hg(x) 9)
We can write the final predict function as Eq. (10).
P(ylx;0) = (hg(x)* (1~ hg(x)' ™Y (10)

For m samples condition, the likelihood function is Eq.
(11).

T b)) r )y @ () 1=y

L©O) = [T PGV 1x™;0) = [T (™) (A - hgx')* ™
i=1 =1
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We can write the log likelihood function Eq. (12).

m . . . .

10) =10gL©®) = Y (yPloghg(x)+(1 -y D) log(1 - hg(x'D))
i=1

(12)

We can construct the final cost function Eq. (14) based
on Eq. (13).

IO =-L10) (13)
m

m . . . .
J(©O) = —% Y ¥ Ploghg((x D)) + (1 - yP)log(1 - hg(x?))
i=1
(14)

Using the gradient descent method Eq. (15) with step
size a to calculate the minimum of the cost function, we can
get the best classification parameter 0, until the difference
value between two neighboring iterations cost function satis-
fies Eq. (16). Figure 7 shows the cost value as a function of
iteration number.

0J(0)

a;

0j+1=0;—a (=0,1,....n) (15)

1m . . .
ejﬂzaj—a;Z(hg(x(”—y“)))x;.” , (j=0,1,..n)
i=1

[J(0;)—J(0-1)1 <0.0001 (16)
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2.2.4 Prediction result and cross validation

Figure 8 shows the prediction result. Two more predict
sample results are shown in Figure 9 and Figure 10.

In the logistic regression process, we use the K-fold
cross-validation to examine the model. The original samples
with 22 images is randomly partitioned into 11 equal sized
subsamples. For each subsample, we take it as a test data
set, and the remaining subsamples as a training data set.
Then, we fit the logistic regression model on the training set
and evaluate it on the test set. After 11 iterations, we can
calculate the confusion matrix for the logistic regression al-
gorithm. Table 2 shows the confusion matrix, and Eq. (17)
shows the accuracy of the logistic regression prediction re-
sult.

TP+TN _ 1541+147

- - 99.35% 17
Total 1699 ’ an

Accuracy =

Table 2: Confusion Matrix of Logistic Regression

Predict: Predict:

Invisible Visible
Groundtruth: Invisible 1541 0
Groundtruth: Visible 11 147

3. Conclusion

In this paper, we propose a method to detect different
kinds of streak in a test image. This method includes two
techniques: a Block Window Method and the Logistic Regres-
sion Algorithm. The results indicate that the prediction per-
formance of logistic regression is generally good. The accu-
racy is about 99.35%. That means that the logistic regression
method can remove most noise detections.

Cost Function Value

1 2 3 4 5 6 7 8 9
Iteration Number
Figure 7: The cost value as a function of iteration number.
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Figure 8: The final detection result.
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(a) The block window method pre-detection result.
(a) The block window method pre-detection result.

(b) The streak detection result after logistic regression method.

Figure 10: The sample for block window method and logistic
regression result.

(b) The streak detection result after logistic regression method.
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