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Abstract 
This paper proposes a guitar fingering assessing system based 

on CNN (Convolutional Neural Network) hand pose estimation and 
SVR (Support Vector Regression) evaluation. To spur our progress, 

first, a CNN architecture is proposed to estimate temporal 3D 

position of 16 joints of hand; then, based on a DCT (Discrete Cosine 

Transform) feature and SVR, fingering of guitarist is scored to 
interpret how well guitarist played. We also release a new dataset 

for professional guitar playing analysis with significant advantage 

in total number of video, professional judgement by expert of 

guitarist, accurate annotation for hand pose and score of guitar 
performance. Experiments using videos containing multiple persons’ 

guitar plays under different conditions demonstrate that the 

proposed method outperforms the current state-of-art with (1) low 

mean error (Euclid distance of 6,1 mm) and high computation 
efficiency for hand pose estimation; (2) high rank correlation (0.68) 

for assessing the fingering (C major scale and symmetrical excise) 

of guitarists.  

Introduction  
Recently, with the development of computer vision, the 

automatic guitar fingering teaching system has been attracting lot 

attentions of academic research [4-9]. The reason of guitar fingering 

need to be assessed by computer vision rather than audio is that, a 

large number of possible fingering alternatives exist just for a same 
single set of notes. It means even though audio signal may sound 

right, the fingering, which is much more important than sounding 

maybe wrong [1,3]. However, there are some challenging points in 

computer vision to solve these problems: first, as the hand of human 

is flexible, fast-moving in motion when playing guitar, hand region 

is hard to be segmented concerning complex background, different 

illumination situation and so on; also compared with other pose 
tracking or pose estimation problems such as pedestrian tracking or 

human pose estimation, because of the flexibility and self-occlusion 

in guitar playing context, hand pose of guitarist is difficult to be 

estimated or tracked; furthermore, action assessing, which could 
automatically evaluate or score the quality of action is quite different 

than action recognition, and only few promising result of action-

assessing algorithm is explored and still a long way to rivaling the 

performance of expert judges.  
The guitar fingering assessing system could be interpreted into 

three steps: (1) hand region segmentation, (2) hand pose estimation 

and (3) fingering assessment. Related works of guitarist supporting 

systems solve the problems shown as below [2]: Motokawa and 
Saito [5] built a system called Online Guitar Tracking that supports 

a guitarist by using augmented reality. This is done by showing 

visual aid information (i.e. the virtual fingers model) on a real 

stringed guitar and this becomes an aid to learning to play the guitar. 

Online Guitar Tracking uses augmented reality to detect the guitar 

so that the player can learn how to hold the strings of the guitar by 

overlapping the player’s hand onto a manual model. Scarr and Green 

[6] proposed an algorithm that uses a markerless approach to 

successfully locate a guitar fretboard in a webcam image by using 
Hough Transform, and detect the skin color by only using a single 

RGB color threshold. Burns and Wanderley [7] detected the 

positions of fingertips for the retrieval of the guitarist fingering 

without markers. They used the circular Hough transform to detect 
fingertips. By fixing a camera on the guitar neck, the guitar neck and 

the camera are relatively static, but the fixed camera brings a lot of 

inconveniences to guitar players. Kerdvibulvech and Saito [8-10] 

proposed a series of novel approaches to detect the position of the 
player's fingers such as stereo cameras are used to compute the 3D 

positions of fingers using the color markers attached on fingertips, 

and template matching is used to localize the fingertip positions etc. 

All the research fix only partial function in guitar fingering teaching 
such as chord recognition, guitar neck tracking and finger detection. 

Thus they show more faultiness than novelties: (1) some of them use 

inconvenience tool, such us color markers, neck-fixed camera and 

ARTag [5,7,8], and it brings a lot of inconveniences to the guitarist;  
(2) Instead of tracking or estimating finger pose to obtain the 

comprehensive fingering of guitarist, some of them only detect 

finger [6,7,9] in certain frames; (3) all of them are extremely 

sensitive to background and illumination, therefore hard to segment 
hand area from back ground using only threshold of RGB or RGB-

D value whether trained or not, also difficult to estimate hand pose 

because it is built on the work of hand region segmentation; (4) none 

of the related works achieves the final goal of the topic: fingering 
assessment. As we mentioned before, each work is built on other’s 

result, for instance, hand pose estimation is built on the result of 

hand region segmentation, once the result of former step is not 

accurate and robust enough, it is extremely hard to further research, 
and we believe this is the main reason that related works cannot 

achieve the fingering assessment. This is also the main reason why 

we use deep learning-based methods in this paper while concerning 

the versatility and the accuracy of deep learning structure.  
In this paper, (1) we propose a data-driven CNN framework 

that output the 3D position of joints of guitarist frame by frame; (2) 

we adopt SVR to automatically assess how well guitarist perform in 

video by extracting the spatio-temporal hand pose features of 
guitarist and estimating a regression model that predicts the scores 

of guitar playing.  

We also introduce a new dataset for guitar playing analysis as 

benchmarks of hand pose such as NYU [19] ICML [20] are 
restricted in terms of number of annotated images, annotation 

accuracy, articulation coverage, and variation in hand shape (bone 

length) and viewpoint [18]. Our dataset makes significant advantage 

in total number of video, professional judgement by expert of 
guitarist, accurate annotation for hand segmentation, hand pose and 

score of guitar performance. 

In the remainder of this paper, we first introduce the CNN 

based hand pose estimation in Section 2. Then, we present the 

fingering assessing in Section 3. Furthermore, we introduce our 

dataset and evaluate our work respectively in Section 4. Last, we 

conclude the paper in Section 5 
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Hand Pose Estimation 

Hand Region Extraction 
The input of our hand pose estimation is the FCN based 

segmentation result (under reviewing of another journal paper). 

After we segment the hand region, we crop the hand region to a 

128*128 pixel region like recent deep learning -based approach 
[13,14] do. However, unlike they assuming the hand is the close 

object to the object, we use our FCN-based segmentation to crop the 

hand region automatically: we extract from the depth input and the 

segmentation mask shown in Fig.1, the centroid of the cropped hand 
region image is also the centroid of the hand. We implement it by 

using the segmentation result of FCN-based method  (the binarized 

image), and we trace the longest contour on the segmentation result 

to get the hand region area. Furthermore, we normalize depth values 
to [-1,1]: the deeper scene in the cropped image, i.e background is 

set to 1 (white area in cropped image of Fig.1), and the nearest pixel 

in hand region is set to -1.The reason we do this normalization is 

that we need to assure our work is invariant to (1) the distance 
between camera and hand, (2) the position of the hand in the 

segmentation result. The process is shown in light blue area of Fig.1.   

CNN based Hand Pose Estimation 
Related works [13,14] always suggest the deeper, or a multi-

scale approach works better. However, in this section, we propose a 

simple network, which only contains 3 convs and 3 fully-connects 

works almost equally accurate as the state-of-arts, while 
outperforms them in better training time efficiency.  

Our proposed network is shown in dark region of Fig.2. After 

we extract the hand region to a 128*128 region, first three Convs 

layers and two max-pooling layers output 512 channels of feature 
maps; then we use two fully-connected layers with 1024 notes 

respectively; furthermore, instead of directly estimating the 3D 

position of each joint, we predict a lower parameter space as there 

is a strong relation between each joint of a hand concerning the 
physical constraint of hand. Also, related work [13] has shown a low 

dimensional embedding of hand parameter is sufficient to 

parameterize the hand’s 3D pose. Thus, in our case, we implement 

a fully-connected layer with only 24 notes (red number is Fig.2) 
after the two 1024-note-FC layers; finally, a fully-connected layer 

with 3*J (J is the number of the joints, in our case, J=16) notes 

output the 3D position of hand pose.  

Fingering Assessment  
In this section, we present the fingering assessment for 

evaluating the quality of guitarist’s fingering from image sequence. 
Generally, we formulating a regression model of SVR using the 

feature of spatio-temporal DCT (discrete cosine transformation) to 

score how well guitarists play in a video. We built our work on 

related work [15], and extend it to 3D spaces. 

Features of fingering 
Given a video of guitar playing, after we estimating the hand 

pose of guitarist frame by frame, we formulate the hand pose as:  

𝑞(𝑗)(𝑡) =  𝑝(𝑗)(𝑡) − 𝑝(0)(𝑡)   𝑗 ∈ (1,2 … 𝐽)             (1)  

where J is the total number of the finger joint, t is the frame index 

of the video, 𝑝(0)(𝑡) is the index finger’s tip at frame t. The result 

we do this normalization is we let our feature be invariant to any 

input. Then we transform the normalized position of joints from 

spatial domain to frequency domain:  

𝑄(𝑗) =  𝐴 𝑞(𝑗)                                                           (2) 

𝐴𝑚𝑛 =  
1

√𝑀
     𝑤ℎ𝑒𝑛 𝑚 = 0, 0 ≤ 𝑛 ≤ 𝑀 − 1 

𝐴𝑚𝑛 =  √
2

𝑀
𝑐𝑜𝑠

𝜋(2𝑛+1)𝑚

2𝑀
 when  1 ≤ 𝑚 ≤ 𝑀 − 1, 0 ≤ 𝑛 ≤ 𝑀 −

1                                                                                                   (3) 

where 𝐴𝑚𝑛 is mth row nth column in A of Eq.(2); M is number of 

total rows of cosine matrix. We compute the features for every joint 

for 3D (x, y, z) component respectively and concatenate them all to 

final feature vector 𝛼 = |𝑄|  , which is absolute value of the result 

of cosine transform.  

Scoring Fingering based on SVR Model  
We implement our guitar fingering assessing system as a 

supervised regression SVR model. Note feature vector  𝛼 = |𝑄| is 

the frequency feature of hand pose, and each video of guitar playing 

is a single feature vector which horizontal component is the joint 
index of the guitarist, while vertical one is the first k component of 

cosine transform. The ground truth of the scoring of each video is 

obtained by specialist of guitar playing. We implement a linear 

support vector regression (L-SVR) to predict the score of guitar 
playing by using lib-svm [15,16]. Any details of SVR could be 

found at [17]. 

Evaluation 
In this section, first we introduce our dataset used for guitar 

fingering analysis and we evaluate our work by evaluating two parts 

of our work: CNN-based hand pose estimation and SVR-based 
fingering assessment respectively. Because each part of our works 

highly depends on the results of others, i.e. the inputs of SVR-based 

guitar fingering assessing is the output of CNN-based hand pose 

estimation, we believe this two-step based evaluation could assess 
our work comprehensively.  

Figure 1. Process Outline of FCN-based17,19) Hand Segmentation: a is the 3D Input Video of Guitar Playing; b is the input of the CNN for hand 
segmentation; c is FCN Structures; d is the Pixel-wised Output of Hand Segmentation. 
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Data-set 
Existing benchmarks of hand pose such as NYU [19] and 

ICML [20] are restricted in terms of number of annotated images, 

annotation accuracy, articulation coverage, and variation in hand 

shape (bone length) and viewpoint [18]. Therefore, training on 

benchmarks is not effective to solve our own problems as they are 

all overfitted to own dataset. In this section, we introduce our dataset 

that makes significant improvement in guitar playing analyze 

problem with the advantages of: (1) all the image sequences are real 

guitar playing scene including 70 videos with nearly 8000 images 
for color images and depth images respectively (taken by Microsoft 

Kineck V2); (2) all the data are taken ranging from expert guitarist 

to beginner to fulfill the purpose of our guitar fingering analyzing; 

(3) all the data are labelled by expert guitar players including scores 
of performance, pixel-wise segmentation annotation and accurate 

hand pose position for 16 joints of guitarist.; (4) all the data are taken 

under highly complex background and different illumination 

situation to let us make a fair evaluation. 

CNN-based Hand Pose Estimation 
We apply CNN-based Hand Pose Estimation on 524 images in 

our own dataset. As we described before, we first crop the hand 
region area centered at the centroid of hand, resize it to 128*128 

pixels hand normalize the depth value to [-1,1].  We implement with 

the Caffe module on a NVIDIA Titan Black GPU with CuDNN V4 

acceleration. We use stochastic gradient descent (SGD) with a mini-

batch size of 12. The learning rate is fixed to 0.0001, and we train 

the variants until the training loss converges. In the meanwhile, we 

use a weight decay of 0.0005 and a momentum of 0.9. we manually 

label the position of each 16 joints of cropped hand images to assure 

the accuracy of the annotation of the training data. 
The performance is evaluated by two metrics: (a) per-joint 

mean error of Euclidean distance (in millimeters) and (b) percentage 

of frames in which all errors of joints are below a threshold. States-

of-arts [13,14,21] all calculate the (b) as this metric is generally 
regarded very challenging, as a single dislocated joint deteriorates 

the whole hand pose [13,21]. First, we self-compare our net with 

baseline and different ensemble settings on our net structure. The 

self-comparison result based on Metric (a) and (b) are shown in 
Table 1 and Fig.2 respectively. Then we compare our work with 

several state-of-the-arts [13,21] methods on our dataset not only in 

accuracy of estimation (Table 1) but also in time efficiency of 

training and testing (Table 2). Our work shows a competitive 
accuracy with state-of-arts [13,21], but outperform them in time 

efficiency for both training and testing. An example of hand pose 

estimation result on a video is shown in Fig.3. 

SVR-based Fingering Assessment 
In our fingering assessment evaluation, we choose 2 kinds of 

music pieces, which are the most frequently daily practices for 

guitarist: (1) C major scale on first fret and (2) symmetrical excise 
as the object of fingering assessment. Both of the two excises are 

fundamental, classic practices but best way to improve dexterity, 

speed, strength and stamina to help you overcome obstacles and 

become a better guitar player [22]. Each music piece contains 50 
videos by Microsoft Kinect, and totally there is almost 4000 frames  

Table 1. Per-joint mean error of hand pose estimation for Self-Comparison (First Four Rows) and Comparison with State-of-arts 
(Last Two Rows). I, M, R, L Indicate Index Finger, Middle Finger, Ring Finger and Little Finger; 1, 2, 3, 4 Indicate Finger Joint from Tips to Root. 

 

Figure 2. Self-Comparison. The horizontal axis indicates the thresholds of 
mean error of tracking, while the vertical one means the precision of 
tracking when each threshold on the horizontal axis is set. N=24 achieves 
best performance within our work.   

 I.1 I.2 I.3 I.4 M.1 M.2 M.3 M.4 R.1 R.2 R.3 R.4 L.1 L.2 L.3 L.4 Me
an 

N = 12 12.1 4.5 5.7 3.4 11.4 10.5 6.9 7.4 10.6 7.7 6.5 7.5 11.0 12 4.8 4.4 7.9 

N = 24 13.2 4.0 4.1 2.9 12.1 9.6 5.1 6.6 11.4 4.8 4.2 3.5 9.2 3.8 4.4 4.2 6.1 

N = 36 13.3 4.3 4.4 4.0 13.5 7.6 5.0 6.7 12.8 5.8 5.2 3.7 10.3 3.9 2.8 4.7 6.5 

N = 48 14.8 5.0 5.0 4.7 13.9 9.6 4.8 4.7 11.0 7.7 5.2 3.9 12.0 4.4 4.7 5.5 7.3 

REN[21] 12.9 4.0 4.4 3.1 9.5 8.3 6.6 6.7 12.1 3.0 3.9 3.5 8.2 4.4 3.7 3.3 6.1 

D.P[13] 13.3 4.1 4.2 3.7 9.6 7.0 6.3 6.4 10.6 4.1 4.9 3.2 10.5 3.2 4.5 3.6 6.2 

 

Figure 3. Examples of Hand Pose Estimation on an Image Sequence: 
the blue circles indicate the positions of 16 joints estimated by our 
method (4 joints for each finger,and hand pose of 4 fingers (index 
finger, middle finger, ring finger and little finger) are estimated).  
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of color and depth respectively for each music piece. Each video is 

scored ranging from 0 to 100 (full mark) by experts of guitar playing. 

We cross validate our work by randomly selecting 40 videos as 
training, 10 as testing for 10 times.  

We self-compare our work against several baselines: (1) we 

utilize three features: a. 3D-DCT as our proposed, b. 3D Discrete 

Fourier Transform (DFT), c.3D Space-time interest points (STIP); 
(2) we compare the ridge regression with our proposed SVR with 

three features mentioned in (1) respectively. Table 3a and 3b show 

the detailed comparison results on C major scale and symmetrical 

excise, respectively. We use mean rank correlation to evaluate our 
work like states-of-arts did [15], and mean rank correlation is 

defined as follows:  

𝜌 = 1 −
6 ∑ (𝑥𝑖 − 𝑦𝑖)2𝑁

1

𝑛(𝑛2 − 1)
                        (4) 

where N is total number of the testing data, 𝑥𝑖 is the regression score 

of i-th data, 𝑦𝑖 is the ground truth score of i-th data. Our proposed 

method (3D-DCT+SVR) outperform others with a mean rank 

correlation of 0.68 for C major scale and symmetrical excise (0.67 

in Table 3a and 0.69 in Table 3b.). 

 In the meantime, we compare our proposed fingering 

assessment with the AQA [15], which is the only work for 

automatically evaluating human action on 2D video to our 

knowledge. From Table 3a and 3b, we figure out our proposed 

method outperform it with the mean rank correlation 0.68 (the mean 
rank correlation of AQA [15] is 0.415 tested on our dataset of C 

major scale and symmetrical excise). Two examples of assessing the 

guitar fingering is shown in Fig.4: in Fig.4a, the predicted score of 

the guitar playing is 88.7 while the ground true labeled by expert 
guitarist is 90; in Fig.4b, the predicted score of our system is 21.7, 

while the ground truth is 20.  

Conclusion 
 In this paper, we have proposed a guitar fingering assessing 

system based on CNN (Convolutional Neural Network) hand pose 

estimation and SVR (Support Vector Regression) evaluation. To 
spur our progress, first, an end-to-end, pixel-wise FCN is trained to 

segment hand area of guitarist; then a CNN architecture is proposed 

to estimate temporal 3D position of 16 joints of hand; finally, based 

on a DCT (Discrete Cosine Transform) feature and SVR, fingering 

of guitarist is scored to interpret how well guitarist played. We also 

release a new dataset for professional guitar playing analysis with 
significant advantage in total number of video, professional 

judgement by expert of guitarist, accurate annotation for hand 

segmentation, hand pose and score of guitar performance.  

Experiments using videos containing multiple persons’ guitar 
plays under different conditions demonstrate that the proposed 

method outperforms the current state-of-art with   (1) low mean error 

(Euclid distance of 6,1 mm) and high computation efficiency for 

hand pose estimation; (2) high rank correlation (0.68) for assessing 
the fingering (C major scale and symmetrical excise) of guitarists. 

Remaining issues include (1) the feedback of the system that 

gives practicing advice to guitar players to help them with their 

fingering; (2) the explorations of more efficient fingering 
assessment such as reinforcement learning etc.  
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