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Abstract

Barcodes and watermarks offer different trade-offs for car-
rying data through a displayed image. Barcodes offer robust
detection and decoding with high data capacity but are visu-
ally obtrusive. Watermarks are imperceptible but their detection
and decoding is less robust, and they offer lower data capacity.
Image-barcodes straddle this trade-off by attempting to reduce
perceptual obtrusiveness compared with conventional barcodes,
while minimally compromising data robustness. We propose an
image-barcode for display applications that is simple, yet novel.
The proposed method encodes the data into a monochrome bar-
code and embeds it into a suitably chosen region in the blue/red
channel of a displayed image. The reduced sensitivity of the hu-
man visual system to changes in these channels (particularly the
blue channel) reduces the perceptual impact of the image bar-
code compared with conventional black and white barcodes. The
data can, however, still be robustly recovered from a typical color
image capture of the displayed image-barcode by decoding only
the channels with the embedding. We assess visual distortion and
robustness of data recovery for the proposed method and experi-
mentally compare against a baseline black and white barcode for
two barcode modes representative of potential usage scenarios.
Visual distortion for the proposed method is significantly better.
Under typical settings, the proposed method introduces a mean S-
CIELAB-CIEDE2000 distortion of AE = 0.39 for the blue chan-
nel embedding and AE = 0.35 for the red channel embedding,
compared with AE = 0.59 for the baseline method. For data re-
covery, the blue and red channel embeddings using the proposed
method match the 100% decoding success rate and synchroniza-
tion success rate for the baseline method, although, the pre-error-
correction observed mean bit error rate of 0.047% (0.08%) for
the blue (red) channel embedding is marginally worse than the
performance of the baseline method.

Introduction

Machine readable image-based data interfaces [1], such as
barcodes and watermarks, have widespread applications due to
their ability to connect the analog physical world and digital cy-
ber world [2-9]. Barcodes encode the data in the form of image
patterns and offer high data capacity and robust decoding perfor-
mance, although at the cost of obtrusive visual appearance. Wa-
termarks hide the data in a pre-existing image maintaining the aes-
thetics and primary functionality of the image. Although the wa-
termarks are visually imperceptible, they offer lower data capacity
and less robust detection and decoding. Image-barcodes [10-13]
represent yet another class of image-based data interfaces that re-
side in space of trade-offs between barcodes and watermarks; the
aesthetics are improved compared with barcodes with little com-
promise in the robustness of data communication.

Traditionally image-based data interfaces have been used
in print. With increasing prevalence of high resolution displays
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and ubiquitous availability of mobile devices with high resolution
cameras and adequate computational power, image-based data in-
terfaces are also becoming increasingly common in displays. Spe-
cific examples include connectivity for advertised content, imme-
diate information access (for instance at transit points), enabling
point-of-sale interactions [14, 15], and encoding boarding pass in-
formation displayed on smartphones to automate boarding (Aztec
codes are common for this application). For several of these ap-
plications, visual appearance is minimally important, whereas for
others, such as for personalized advertisements embedded within
existing video and image content, it is desirable to minimize the
perceptual impact. Several alternative image-based data inter-
faces have been employed for personalized advertisements. Fig-
ure 1 shows a frame from a 45 second commercial on a television
show by a fashion retailer [16] which debuted the use of conven-
tional black and white barcodes in television ads. In [17], a novel
video barcode technology named Vcode, with high data capac-
ity and real time decoding ability, connects a retailer with a cus-
tomer by permitting users to download the content to their mobile
devices. PiCode and ViCode [11, 18] are aesthetically designed
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Figure 1: Conventional (black and white) 2D barcode embedded
in a video advertisement [16]

picture-embedding barcodes which maintain a trade-off between
visual quality of the image and decoding robustness with higher
preference for perceptual aesthetics of the image. Color image-
barcodes such as ColorCode [19] and Pictorial Image Code [12]
have also been proposed for display advertising. Additionally,
digital watermarks have been used create multiple hot-spots [20]
in advertisement images/videos with each hot-spot connecting the
consumer to different products of interests. In these applications,
the obtrusiveness of barcodes is often undesirable, whereas water-
marks are often not adequately robust. Additionally watermarks
face a challenge in adoption because viewers of the content do
not realize that additional functionality is available through wa-
termarks unless some additional visual indication is inserted, de-
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feating the unobtrusiveness of the watermark.

The evolution of the media-industry is also driving the use
of image-based data interfaces in advertisements. Media gener-
ates substantial amount of revenues either from the subscription
charges from the consumer or from sales of advertisements. Re-
cently over-the-top (OTT) content providers and subscription ser-
vices, such as Netflix, have emerged as a significant player in the
subscription market challenging traditional broadcast media. The
OTT content provider services have lower subscription charges
and provides advertising free content to the consumer. Although
the consumers are watching more television, they are viewing ad-
free content with lower subscription charges. Hence, both the
subscription revenues and advertisement incomes are drying up
for traditional broadcast and cable media. One approach that is at-
tractive for replacing the subscription and advertisement revenues
is to change from the existing interruptive model for advertising
in broadcast and cable media, to less obtrusive and more targeted
personalized advertisements. The increasing availability of com-
putation and Internet connectivity within the ecosystem of set-
top boxes and smart televisions enables such targeted advertising,
which can further benefit from the interactivity and instantaneity
enabled by image-based data interfaces. The use of such options
has also become attractive with the introduction of camera apps
for both Android [21] and iOS [22,23] that natively support bar-
code decoding.

In this paper we propose a robustly decodable display image-
barcode that is simple, yet novel. Data encoded as a monochrome
barcode is inserted into a suitably selected region of a displayed
image within the blue or red channel. The reduced sensitivity of
the human visual system to changes in these channels (particu-
larly for the blue channel) reduces the visual obtrusiveness of the
barcode compared to black and white barcodes. At the same time,
the embedded data can be robustly decoded from captured images
of the displayed image-barcode from the channel used for the em-
bedding, with minimal impact of interference from other color
channels in the image. Experiments conducted with two different
mode settings of quick response (QR) codes, validate the utility
the proposed approach. The method based on the proposed ap-
proach has significantly lower visual distortion maintaining syn-
chronization and decoding success rates matching those obtained
with conventional black and white barcodes and low bit error rates
that are only slightly worse.

The paper is organized as follows: The next section details
the data embedding and decoding procedure. The assessment
methodology and metrics used for evaluating the scheme and
comparing it against alternatives are described in the following
section. The fourth section outlines the experiments conducted
and summarizes the results, and the fifth and final section con-
cludes the paper.

Display image-barcode using blue/red chan-
nel embedding

The data embedding and decoding procedures for the pro-
posed method are shown in Fig. 2. These are individually de-
scribed in the following subsections. Given the predominance of
QR codes, we use these in our illustrations of the proposed ap-
proach and in our experiments, although the proposed approach
can use any conventional monochrome barcode.
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Data Embedding

To provide a concrete yet concise description, we describe
the embedding process assuming only blue channel embedding.
Red (or green) channel embedding can be described in an anal-
ogous, immediately apparent, manner. The left half of Fig 2 il-
lustrates the process for embedding a message m in an original
color image 1¢(x,y),i € {R,G,B} to produce our proposed blue
channel embedded display image-barcode I¢(x,y),i € {R,G,B},
where i € {R,G, B} represents red, green, and blue channels and
(x,y) denotes pixel co-ordinates. For the purposes of our descrip-
tion, we will assume that the image values in each of the channels
are represented in a normalized range between 0 and 1. The mes-
sage m is first encoded into a monochrome barcode image rep-
resented as Igc(x7 y). As is common in most barcodes used in
practice, the process of encoding the message data into the bar-
code image includes error correction coding to improve the ro-
bustness of data recovery. The proposed blue channel embedded
display image-barcode is then obtained by inserting the encoded
monochrome barcode image into a suitably selected spatial re-
gion in the blue channel of the original image. The process can
be mathematically represented as

jd B (x,y) =1 (x,) i=R,G
Ii (xvy) = d d i
lBC(xv)’)IBC(x,}’)Jr(l*lgc(x,y))IB(x,y) i=B
M

where, 1pc(x,y) represents the indicator function of the spatial
region where the barcode Igc(x7 y) is placed, i.e. 1gc(x,y) takes
a value of 1 over the subset of pixels BC corresponding to the
region where the barcode is inserted (in the blue channel of the
color image) and a value of O for all other pixels.

When the generated image-barcode is displayed on a typical
RGB display, the spatio-spectral distribution of the corresponding
displayed image can be modeled as

r(x,yA) = Z

i€{R,G,B}

E(x,y)P(2), ®)

where Pi(A),i € {R,G,B} are the spectral distribution of the dis-
play RGB primaries. We note that often individual channel image
values are nonlinearly encoded through ”gamma correction”. We
note that this has no impact on the barcode region in the blue
channel, which is a bi-level image taking values O or 1.

Data Decoding

To access the functionality provided by the embedded bar-
code, the displayed image is captured with a camera, typically in
a mobile device such as a smartphone or a tablet. The captured
image can be modeled as

(x9) = [siA)rxyid)ar, )

where I (x,y) represents the image captured by the k"t capture
channel and s; (1) represents the spectral sensitivity for the chan-
nel, where k € {R, G, B}. Substituting (2) in (3), we obtain,

IE(x,y) = Y qulf (x.y), )
ki

where, for i,k € {R,G,B}, qi; = [ s;(A)P;(A)dA represents con-
tribution that the i display primary at max intensity (value of 1)
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Figure 2: Data embedding and decoding procedure for the proposed blue channel embedded display image-barcode. The individual
channel images are represented as grayscale images for clear presentation.

makes to the k" capture channel. The 3 x 3 matrix Q = [g;;] mod-
els the coupling between the display primaries and the channels
in the captured image and the displayed image I~l-d (x,y) spatially
modulates the contributions of the primaries from pixel to pixel
in order to determine the actual captured image I{ (x,y). The di-
agonal elements in Q represent the contributions of the R, G, B
primaries to the corresponding R, G, B capture channels and the
non-diagonal elements represent the cross-talk, or interference,
from primaries to non-corresponding capture channels.

In practice, the diagonal elements in Q dominate the off-
diagonal elements. For each of the R, G, and B capture chan-
nels the impact of interference from the other display channels
is relatively small. Suitable binarization of a channel, invariably
eliminates the influence of the interference from other channels
and barcode can be localized and decoded from the binarized im-
age. The right half of Fig. 2 illustrates the decoding process for
the blue channel embedding scenario. A key advantage of this
proposed scheme is that it can advantageously make use of al-
most all of the existing functionality designed and optimized for
the monochrome barcode used for the encoding. In particular, el-
ements used for localization of the barcode and synchronization
in the presence of distortions caused by a non-ideal capture ge-
ometry, can readily be used in the proposed method. We also note
that because the barcode includes localization and synchroniza-
tion capabilities, we have simplified the notation in the preceding
discussion by assuming that the pixel locations (x,y) are identical
between the displayed and the captured images.

Assessment Methodology and Metrics

Video advertising represents the primary motivating applica-
tion for the proposed barcode. Hence, for the data recovery and
visual distortion assessments, we utilize a set of 18 keyframes
extracted from the Ultra High Definition HEVC DASH Data
Set [24] with 1080p (1080 x 1920) resolution. We consider two
modes that we envisage could be used in our proposed application
context. In the first mode, which we refer to as the “couch potato”
mode, the viewer seeks to capture the information in the displayed
image barcode from their normal viewing distance (typically ~
1.5 times the screen diagonal for televisions). To accommodate

IS&T Infernational Symposium on Electronic Imaging 2018
Media Watermarking, Security, and Forensics 80 8

capture of the barcode information from the relatively large view-
ing distances in this mode, the barcode needs to be larger but can
flexibly be placed anywhere on the screen. We therefore choose
the barcode placement to correspond to a low saliency region in
the image and a size that occupies 1.9% of the display area. For
the second mode, which we refer to as the “active viewer” mode,
the barcode is captured by the viewer after approaching the screen
closely, specifically, at a distance of 18 inches in our experiments.
For this mode, the barcode is smaller, occupying 0.5% of the dis-
play area and placed near the bottom right corner as is typical in
current television advertising that uses black and white barcodes.
To facilitate synchronization, a uniform border having a value of
1 is additionally included in the channel where the barcode is em-
bedded so as to enlarge each dimension of the barcode by 15%.
Figure 3 illustrates the barcode size and placement for these two
use scenarios. For both barcode modes, our experiments used a
shortened URL as the message m, which was encoded as a ver-
sion 2 QR code with error correction level L, which nominally
corrects upto 7% errors using the Reed-Solomon codes [25] in-
corporated in the QR code standard. The overall resulting barcode
has 25 x 25 modules.

For evaluating the proposed method we assess both the visual
distortion and the data recovery performance and compare these
against corresponding metrics computed for a baseline method
that uses a black and white barcode (embedded in all the chan-
nels of the color image). The baseline method was also tested for
the two usage modes with barcode sizes, placements, and capture
distances identical to those used for the proposed barcode in the
corresponding mode. The only difference between the baseline
and the proposed method is that the black and white baseline bar-
code is embedded in all three channels instead of being confined
to the blue or red channel.

For visual distortion assessment, we utilize S-CIELAB [26]
in combination with the CIEDE2000 color difference metric [27,
28]. S-CIELAB provides a joint quantitative model for the hu-
man visual system’s (HVS’s) spatio-chromatic sensitivity via a
spatial extension of the perceptually uniform CIELAB [29] color
space. An S-CIELAB representation corresponding to a color im-
age is obtained in three steps. First a pixel-by-pixel color transfor-
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Figure 3: Barcode placement and size for the two usage modes
investigated in our experiments. The couch potato mode (top left)
uses a larger size barcode that occupies 1.9% of the display area
(p = v0.019wh) and is placed in a less salient region of the dis-
played image. The active viewer mode barcode uses a smaller
barcode that occupies 0.5% of the display area (¢ = v/0.005wh)
and is located near the right bottom corner as shown. In both
modes, a 15% surrounding border is added to the barcodes as il-
lustrated in the figure. The combination of the barcode and the
border defines the region BC of pixels over which the indicator
function Igc(x,y) in (1) takes a value of 1.

mation is applied to the image to obtain three opponent channel
images. Then, based on the varying and approximately indepen-
dent sensitivity of the HVS to detail in these channels, varying
amounts of spatial blur is independently introduced in each of the
opponent channel images. Finally, the blurred images are trans-
formed from their opponent color representation into CIELAB on
a pixel-by-pixel basis, producing the S-CIELAB representation of
the image. Perceived spatio-chromatic differences between two
images are quantitatively assessed by computing the difference
between their S-CIELAB representations. Because S-CIELAB
models the varying sensitivity of the HVS to spatial detail in the
opponent channel images and inherits perceptual uniformity of
CIELAB, the differences between S-CIELAB representations are
more meaningful than naive computation of pixel-wise difference
in either RGB or CIELAB representations. To quantify the mag-
nitude of perceived differences between an original image and an
image carrying a barcode, we compute the CIEDE2000 color dif-
ferences between the S-CIELAB representations pixel-by-pixel,
to obtain a AE error image. Compared with Euclidean distance in
CIELAB, CIEDE2000 provides better perceptual uniformity and
importantly for our setting, also mitigates specific known prob-
lems in CIELAB that make Euclidean distances in the dark blue
regions of CIELAB poor correlates for perceived color differ-
ences [30]. From the computed AE error image, we compute
two different averages for the color differences: a direct arith-
metic average and a saliency weighted average that additionally
weights the AE error image by an estimate of the relative saliency
at each pixel in computing the average. The overall process is
summarized in Fig. 4 for the assessment of the proposed method
with the blue channel embedding (other cases are analogous). In
addition to the S-CIELAB-CIEDE2000 color differences, we also
additionally compute average CIEDE2000 AE difference values,
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with and without saliency weighting.

Parameters of the viewing geometry required for the compu-
tation of S-CIELAB representations, were determined by consid-
ering two representative display resolution and size configurations
and two viewing distances. A typical computer monitor was rep-
resented by a 24 inch (diagonal) 92ppi (pixel per inch) display and
atypical television screen was represented by a 55 ppi 40 inch dis-
play, both having a 1080p resolution matching our test imageset.
For each of the displays, 36 inch (3 ft) and 60 inch (5 ft) view-
ing distances were considered. For each combination of display
configurations and the two viewing distances, we perform visual
distortion assessment for both barcode modes using the process
outlined earlier in this section. The saliency map required for
computation of saliency weighted averages is obtained from the
original image using the quaternion DCT based method [31].

To numerically quantify data recovery performance, we uti-
lize synchronization success rate (SSR), bit error rate (BER), and
decoding success rate (DSR) as evaluation metrics, which are de-
fined as follows. The synchronization success rate (SSR) is the
percentage of captured barcodes for which the decoder is able to
synchronize successfully, i.e. correctly localize the barcode based
on the patterns that mark its position. The bit error rate (BER) is
the percentage of bits in error in the bit streams recovered from
synchronized barcodes. The BER is computed by comparing the
recovered bit stream against the original bit stream embedded in
the barcode before any error correction decoding. The third met-
ric, decoding success rate (DSR), is the percentage of captured
and synchronized barcodes that decode successfully after error
correction. To assess data recovery for the couch potato and ac-
tive viewer modes, we experiment using a smartphone! to capture
the image-barcode displayed on a 24 inch 1080p display. The dis-
tance of image capture is 18 inches for the active viewer mode and
36 inches for the couch potato mode. The data is recovered from
the captured image using the decoding procedure as described in
Data Decoding section. The same procedure is employed for the
baseline method to recover the message. SSR, BER, and DSR are
evaluated and compared for the proposed and baseline methods.

Original Image

d( .
1H(xy) Saliency Map

Saliency
Detection

Saliency Weighted
AFE

Image with Pixelwise
Blue Channel Barcode Product
Ii(@,y)

S-CIELAB
Model

Mean
Saliency Weighted
AFE

AE (Error Image)
Figure 4: Saliency weighted S-CIELAB-CIEDE2000 error be-
tween original image and blue channel image-barcode (proposed
method)

Experimental Results
Visual Distortion: As described in third section (Assess-
ment Methodology and Metrics), we assess the visual distortion

!Preliminary experiments with additional smartphones provided simi-
lar results. An update to include the results obtained with these additional
smartphones is pending the completion of the additional experiments.
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Display Size/ | Viewing Mean AE Mean AE Mean Sal. AE Mean Sal. AE

Barcode Mode Resolution Distance Proposed Baseline Proposed Baseline
(in/ppi) (in) R G B RGB R G B RGB
24/92 36 1.16 | 2.11 | 1.07 2.05 0.36 | 0.69 | 0.34 0.64
Couch Potato 60 1.26 | 2.25 | 1.16 2.09 040 | 0.75 | 0.38 0.67
40/55 36 1.10 | 2.03 | 1.02 2.03 034 | 0.65 | 0.32 0.63
60 1.16 | 2.11 | 1.07 2.05 0.36 | 0.69 | 0.34 0.64
24/92 36 035 | 0.70 | 0.39 0.59 0.29 | 0.60 | 0.33 0.50
Active Viewer 60 0.41 | 0.80 | 0.47 0.65 0.33 | 0.69 | 0.40 0.55
40/55 36 0.32 | 0.63 | 0.35 0.56 0.26 | 0.54 | 0.29 0.47
60 035 | 0.70 | 0.39 0.59 0.29 | 0.60 | 0.33 0.50

Table 1: Mean and saliency-weighted-mean S-CIELAB-CIEDE2000 AE distortion for R, G, and, B channel embeddings for the proposed
and baseline methods for the different display configurations, viewing distances, and barcode mode settings. The results in bold highlight
typical viewing scenarios where viewing distance is approximately 1.5 times the screen diagonal size.

introduced by our proposed approach and by the baseline method
by using the S-CIELAB model and the CIEDE2000 perceptually
uniform color difference metric. The mean CIEDE2000 AE dis-
tortion computed over the barcode regions across all the images
in the dataset is approximately 27 (31) and 49, respectively, for
the proposed blue (red) channel barcode and the baseline black
and white barcode?. The average S-CIELAB-CIEDE2000 AE
distortion is cataloged in Table 1 for the proposed and baseline
methods for different embedding channels, different display con-
figurations, viewing distances, and barcode modes averaged over
all the test images used in the experiment, where the results cor-
responding to typical viewing situations are highlighted in bold
font. For completeness, the table also includes the distortion val-
ues for the case of green channel embedding, which are substan-
tially higher than those for the blue and red channel embedding
situations and also slightly larger than those for the baseline. Thus
the green channel embedding would normally not be particularly
attractive over the baseline and we do not consider it in further
experiments®. All of the distortion metrics indicate that the pro-
posed approach has a significantly lower visual distortion than the
baseline method. Specifically, for typical viewing situations, the
proposed method almost halves the distortion over the baseline
configuration. Additionally, the metrics also confirm that placing
the barcode in regions of low saliency can significantly reduce the
perceptual distortion; despite the much larger size of the barcode
for the couch potato mode, the saliency weighted errors for the
couch potato mode are close to those for the active viewer mode
because the larger barcode is placed in low saliency regions.

In Table 1 the proposed method with the blue and red chan-
nel embedding options have very comparable distortion values for
the corresponding situations. However, our informal visual as-
sessments indicated that the perceived embedding distortion was
lower for the blue channel embedding compared with that for the
red channel embedding. This discrepancy highlights limitations
of the SCIELAB-CIEDE2000 metric. Figure 5 shows some sam-
ple frames with the blue and red channel embedding and corre-
sponding baseline along with the computed saliency-weighted-
mean S-CIELAB-CIEDE2000 AE distortion for these situations.

2 As may be anticipated, the mean CIEDE2000 AE distortion over the
barcode region is very similar for the couch potato and active viewer
modes.

3This also justifies the omission of the green channel embedding case
from our paper title.
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In these figures, it can be appreciated that the embedded bar-
codes using the proposed approach introduce a relatively small
amount of perceptual distortion. Because there is substantial de-
pendence of the distortion on the image content and there can be
cases where visually the red channel embedding introduces lower
distortion than the blue channel embedding for the same location.
The capability for dynamically choosing the channel for embed-
ding can therefore provide an additional avenue for the reduction
of visual distortion. In some situations, the perceptual distortion
may be further optimized by suitably selecting the embedding
channel and co-designing the video content to better mask the dis-
tortion over the barcode area. Finally, we note that although we
do not consider it because of its poor distortion performance, the
proposed methodology could also be used for the green channel.
Additionally, the approach also offers the flexibility for using mul-
tiple channels. In the specific situation where all three channels
are simultaneously utilized for embedding independent payload
data, the approach reduces to our previously reported per-channel
display color barcodes [32].

Data Recovery: Table 2 summarizes the average SSR, BER,
and DSR for the proposed and baseline methods for the couch
potato and active viewer modes averaged over the keyframes. For
both the couch potato and the active viewer mode and for either
choice of blue/red channel embedding, the proposed approach
matches the 100% SSR and DSR of the baseline method. For
all cases, the BER is quite low and well below the 7% error cor-
rection capability of the chosen level of error correction for the
QR code used in the experiments. The performance of the base-
line method is slightly better than that of the proposed approach.
The BER for the proposed blue (red) channel embedding method
was 2.52x 1073 (1.58 x 1073) and 4.7 x 1077 (8 x 10~), respec-
tively, in the couch potato and active viewer modes, whereas no
errors were encountered for the baseline method in either mode.
The longer capture distance for the couch potato mode results in
a higher BER than in the active viewer mode.

The results illustrate that the proposed approach encounters
only a small performance degradation in the robustness of data
recovery compared with the baseline technique. As already noted,
in lieu of this minor loss of data recovery robustness, the method
offers a significantly lower visual distortion.
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(d) AE =041 (e) AE =0.35 (f) AE =0.27

Figure 5: Sample images showing examples of the baseline black and white barcode embedding (leftmost column) and the proposed
method with blue channel (middle column) and red channel (rightmost column) embedding. The saliency weighted S-CIELAB-
CIEDE2000 AE metric for each image are indicated below the image. The top row illustrates an example for which the S-CIELAB-
CIEDE2000 AE metric is smaller for the blue channel embedding approach compared with the red channel embedding and the bottom
row illustrate the converse situation. For the images in both rows, the proposed approach offers a significantly reduction in the visual
distortion, which can be appreciated by visual comparison and is also supported by the numerical values.

Blue channel Embedding Red Channel Embedding
Barcode Mode | Method | SSR (%) | BER (%) | DSR (%) | SSR (%) | BER (%) | DSR (%)
Couch Potato Proposed 100 0.252 100 100 0.158 100
Baseline 100 0 100 100 0.016 100
Active Viewer Proposed 100 0.047 100 100 0.080 100
Baseline 100 0 100 100 0 100

Table 2: Average Synchronization success rate (SSR), Bit error rate (BER), Decoding success rate (DSR) for the proposed and baseline
methods for the two different barcode modes for blue/red channel embedding
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