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Abstract 

Assembling specialized manufactured equipment, like aircraft, 
requires advanced production skills that can take years of training 
and experience to master. Training new workers is often labor 
intensive and expensive for specialized manufacturing companies. 
Traditionally, product assembly training in the manufacturing 
industry predominantly focuses on methods such as textbook 
learning, and more recently, video guidance. Recent technological 
advances in Virtual Reality (VR) devices, however, have introduced 
technology with the potential to improve the current training system. 
Studies show that VR, training can decrease assembly errors, 
production cost, and time. Unfortunately, in the past these VR 
devices were too expensive and required extensive programming 
knowledge to create a training application. The release of 
commercial virtual reality (VR) head mounted displays (HMD) and 
easy to use game engines like Unity 3D has taken steps towards 
solving this issue. However, because of the recentness of virtual 
reality’s commercial availability, research on training interfaces in 
manufacturing environments is limited. This paper develops a 
prototype training system to test the viability of using a VR HMD as 
an assembly training tool. The hope moving forward is that, as this 
technology matures, these tools and lessons learned can be used to 
improve the training process. 

Introduction  
Virtual reality (VR) is a thriving industry with technology that 

is consistently increasing in popularity. As a result, VR has been 
explored for use in a variety of applications like rapid prototyping, 
manufacturing, scientific visualization, engineering, and education 
[1]. With a projected growth of eight billion USD in revenue by 
2025, along with its AR counterpart [2], companies and 
organizations are now more open to adopting virtual reality 
practices in their workforce than ever before. VR is described as a 
4D simulation of the real world, including the 3D geometry space, 
1D time and the immersive or semi-immersive interaction interface 
[3]. The immersive nature of this 4D simulation is what makes VR 
so attractive to institutions planning to train workers for 
manufacturing tasks.  

Virtual reality-based training is a more advanced method of 
teaching manufacturing skills and processes to employees [1]. VR 
training instructs users by fully immersing them in a virtual world, 
allowing them to acquire skills in a realistic atmosphere not found 
in 2D training mechanisms. Studies have concluded that realistic 
procedural simulations, especially with haptic feedback, lead to 
better performances, faster performance curves, and a high transfer 
of operative skill [4].  

Though virtual reality has existed for nearly half a century, 
recent releases of high quality commercially available head mounted 
display’s (HMD’s) have made VR affordable for consumers and 
companies. Due to quality improvements and cost decreases, 
companies looking to use VR for tasks such as assembly training 

can now realistically explore the technology for widespread use. 
While this new commercial technology is garnering increased 
attention, little is known about how to fuse emerging software 
(Unity), hardware (Oculus Rift), and training instruction guides to 
construct a manufacturing assembly training application. 
Consequently, research in factory training lacks extensive reviews 
of plausible user interfaces. This paper's aim is to test the feasibility 
of using emerging hardware and software to develop a 
manufacturing training application and to analyze previous research 
in order to develop an intuitive user interface for VR assembly 
training. 

Background 
The benefits associated with employing virtual reality for 

training purposes have been well documented by academia, 
specifically in the medical domain. VR-trained surgeons reported 
29% less time spent performing operations and were five times less 
likely to cause errors [5]. Results of the work also show that 
regardless of the surgeries complexity, surgeons were aided by 
practicing the task using virtual reality training. This work 
demonstrates the potential benefits a VR training application could 
deliver when used to teach complex manufacturing operations.  

Another frequently researched topic is the use of virtual reality 
training for flight simulators. In flight simulations, VR training not 
only benefits cost-reduction and time consumption, but it also can 
be used to test new aircraft concepts [6]. However, most papers in 
academia do not justify the selection of user interface elements in 
their training simulators, leaving UI research in this field lacking. 
Though there is research that covers virtual reality UI’s in general, 
most are primarily focused on VR in gaming applications. This lack 
of research into more manufacturing based UIs is an area that needs 
to be addressed. Research into VR assembly training UIs will help 
ensure high quality VR training applications are delivered to the 
manufacturing industry. For this reason, one of the main focuses of 
this paper is to explore, create, and justify UI elements included in 
a training interface for mock airplane wing assembly.  

Methodology 
The methods section will discuss the process for hardware 

selection, virtual world development, UI implementation, and the 
prototype development process. The hardware section will talk 
about why the Oculus Rift was chosen along with key features that 
support its use in manufacturing training. The virtual world 
development section will justify the creation of the virtual 
environment using existing research and established practices. In the 
UI implementation section, elements selected are described and 
their use justified using previous research. The last section, 
application development, will describe at a high level the tools and 
methods used to develop the application. 
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Hardware Platform Used for Development 
For the work, the first task was to select a head-mounted 

display device used to show the virtual training environment. The 
Oculus Rift, see Figure 1, was selected from a handful of available 
devices on the market at the time. This device was selected due to a 
combination of its consumer price point of under $500, relatively 
high field of view, and ergonomic controllers.  

To operate the display device a computer requires, at least, an 
Intel Core i3-6100 and NVIDIA GeForce GTX or AMD Radeon RX 
470 and AMD FX4350, 8GB RAM, Windows 7, a compatible 
HDMI 1.3 video output and two USB 3.0 ports. This computational 
power allows 1080x1200 resolution per eye at a 90Hz refresh rate 
and a 110-degree field of view through a Pentile OLED display 
which generates the 3D content. Other features of the Oculus 
include spatial sound, built-in mic, accelerometer, gyroscope, 
magnetometer, and a constellation tracking camera. 

The controllers, another feature that aided in the Oculus’s 
selection, have been specifically designed for human hands to 
experience natural comfort when holding the controllers. The 
natural feel when gripping the Touch controller allows the user to 
comfortably manipulate objects in the virtual scene and understand 
required interaction movements quickly [7, 8]. In addition, the 
ergonomic Oculus Touch controllers provide tactile force feedback, 
an advantage the Oculus has over a rival device called the HTC Vive 
[9]. The feedback reproduces shape, roughness, and rigidity which 
acts as a substitute of the visual presentations of information [10]. 
 

 
Figure 1. The Oculus Rift 

Virtual World Development 
In order to begin developing the training application and the 

virtual world, a training task was required. The training task selected 
was a 46 step mock aircraft wing assembly task modeled after 
previous assembly studies using augmented reality [11]. The virtual 
world for this task was designed to be a replica of a manufacturing 
work cell used in previous work. An aerial view of the work cell 
setup is shown in Figure 2. In the real-world environment, work 
instructions for assemblers were visible from the work area. In order 
to maintain parity with the realistic physical work cell, the virtual 
environment also positioned the assembly work instructions so that 
they were visible from the work area. In the virtual environment, 
these instructions were placed on a virtual wall, see Figure 3. The 
wall based assembly instructions allow the user to interact with 
floating buttons via a pointer using the index trigger on an Oculus 
Touch controller. The wall based instructions also display the 
current step number along with the total number of steps. 

 

 
Figure 2. Aerial view of manufacturing cell 
 

 
Figure 3. VR training area 
 

From the work cell area, the user can choose to enter a tutorial, 
the general wing assembly, or exit the application. When the wing 
assembly is selected, the manufacturing environment loads with the 
completed assembly shown. A control panel is located directly to 
the right of the assembly, allowing the user to begin the assembly or 
go back to the menu. Everything within this scene uses the hand 
trigger on the Oculus Touch, which requires the middle finger. Thus, 
the grabbing motion is consistent between the assembly parts and 
the buttons. Once the start button is grabbed, the control panel 
relocates to a corner and presents options to reset the assembly or 
return to the menu.  

When a user starts the assembly, the first animation becomes 
visible and indicates where to place the first part. The part to be 
placed is highlighted on the parts table until picked up. The part will 
also re-highlight if it is let go of for a certain amount of time. If the 
part is located in the parts bin with multiple of the same part, the bin 
is highlighted and a large number of required parts from the bin is 
displayed above. When a piece is held or dropped into a position 
that is within a certain tolerance, it will snap into place. After the 
assembly step is complete, the next step begins automatically. 

UI Implementation 
In this section, the researchers will explore the different types 

UI elements the prototype uses. The reasons for animation feedback, 
choice of color, selection, snapping, and element placement will be 
discussed and justified because they affect how users interact and 
learn within a virtual environment. 
Animation Feedback 

This application uses a variety of animated visual cues like 
object selection highlighting, pulsating, and color change (when the 
user selects and puts down an object), as seen in Figure 4. 
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Animations are used to grasp the attention of the user through visual 
cues; they inform a user to perform an action, and when the action 
has been completed since they are an intuitive representation of 
assembly instructions [13, 14]. Animation was selected over static 
part placement guides because research suggest it reduces a user’s 
cognitive and short-term memory load [15]. Research also suggests 
that animations can improve the speed in which individuals learn 
tasks that involve physical movements, compared to static pictures 
[12].  
 

 
Figure 4. Animation showing user where to place object 

 
Color Choice 

Color combinations are another aspect considered during UI 
implementation. Research suggests that the right selections can 
improve memory performance and retention [16]. The specific 
colors selected are meant to ensure that users remember the actions 
taken throughout their virtual training experience. Pure black-and-
white conditions have been proven to be disadvantageous in virtual 
environments, thus, they were not used [16, 17]. For the user to feel 
comfortable in the environment while training, a warm color of 
yellow is used [16]. RGB yellow (255, 248, 0, 122) was used for 
object selection. Cool colors were used to hint users as to what their 
next actions would be. RGB green (0, 173, 80, 139) was used for 
showing users, where to place each selected object. Animations 
were given a transparent effect as well. This helped inform the user 
that the animation was instruction, not an interactive part. It is 
anticipated that using different colors for specific actions will allow 
users to familiarize themselves with each action type, helping the 
user remember steps when sent onto the actual manufacturing floor. 
 
Snapping 

Snapping alignments allow the user to position virtual objects 
onto dynamic, real world scenes [20]. Snapping objects into place 
was selected because some actions, such as turning a wingnut, are 
challenging to accurately emulate using the Touch controllers. 
Snapping provided a way to ensure that users had to correctly 
position parts in the virtual training application. It also provided a 
solution to interaction challenges associated with brining the mock 
aircraft wing assembly from the physical into the virtual world. 
 
Selection: Pointing  

A ray like pointer allows users to interact with scene elements 
outside of their direct physical reach, like the wall based 
instructions. Ray like pointers have been shown to increase 
interaction speed and accuracy when manipulating some menu 
elements [22]. Research also suggests users find a ray pointing tool 
to be intuitive and easy to use [23]. In the virtual training 

application, a pointer appears when the user selects options on the 
menu.  
Selection: Grabbing 

The ability to grab objects within a virtual environment (VE) is 
essential as it is important to make the virtual world feel as real as 
possible. With the aid of the Oculus Touch, shown in Figure 5, the 
manufacturing assembly prototype uses a grab function which 
allows users to reach out and select pieces needed for an assembly 
operation. Using the grab feature to manipulate objects in the VR 
assembly training application was selected because the grabbing 
action is a natural physical motion. According to research this grab 
to manipulate skill easily transfers to the virtual world, reducing 
required training time [23]. Grabbing is also used to interact with 
the control panel when a user is completing an assembly. This is 
done in order to keep interaction consistent within each scene. 
Repeated use of the grabbing motion for interacting with scene 
elements, rather than buttons, makes the application easier to use for 
those unfamiliar with traditional gamepads or controls. 

 

 
Figure 5. Oculus Touch Controllers 

Prototype Development  
In this section, the researchers explain the software tools used 

and challenges overcome to complete the application prototype. For 
the work, a VR manufacturing assembly training application 
prototype was developed using Unity, the Oculus Rift, and the 
Oculus Touch controller. The prototype allows the user to practice 
each step of the mock airplane wing assembly by directing users step 
by step through the assembly process. The application shows users 
which assembly parts to pick and where to place them. For the 
purpose of training the user and making the prototype more 
interactive, a UI is placed around the assembly and parts. The UI has 
animations that clue the user in on what assembly part to pick up via 
pulsating, numbering, and highlighting. For every step that requires 
the grabbing of an assembly part, a yellow pulsating highlight is 
placed to tell the user the object needs to be picked up. For every 
placement step, a green highlighted animation is placed to tell the 
user how and where the selected object should be placed. The 
program continues to tell the user to grab and place objects until the 
mock airplane wing assembly is completed. 

Unity was used to create the VE as it allows for both swift 
integration with the Oculus Rift and has an established asset store 
that supports the ease of development [17]. When constructing the 
application initial versions of the prototype were hampered by slow 
framerates. After some investigation, the issue was identified as 
being due to the importing of highly detailed 3D models from 
SolidWorks®, specifically the fastener parts. When a bin full of 
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highly detailed screws was placed in the scene, the number of 
vertices in frame passed thirty million. This high number of 
polygons slowed down the application considerably, producing a 
frame rate below thirty. Since a frame rate below thirty is disruptive 
to the immersive level of VR the authors used SAP Visual 
Enterprise Author 9.0, to decimate models with an excessive 
number of vertices. The amount of decimation, or polygon 
reduction, was dependent on the different models and the level of 
detail required. Decimation was mostly applied to smaller models 
with a high level of detail, such as the fasteners. This is because a 
small decimated object is barely noticeable and does not detract 
from the users understanding of the object’s function. Overall, this 
strategy greatly increased the frame rate. 

A proximity snapping technique was used for part placement 
as it gives a natural feel of assembling to the user [24]. Snapping 
also informed the user that the step has been completed and they can 
move on. Each piece required an individual tolerance set based on 
trial and error due to varying part shapes and sizing. Small 
symmetrical parts presented a challenge as the tolerances caused 
frustration when attempting to place them in the correct position. 
Because of this, a separate method of snapping had to be developed. 
Thus, it was challenging to keep consistency between large object 
snaps and small object snaps. However, the hand tuning of the 
snapping tolerance helped mitigate any negative impacts on the user. 

Results and Discussion 
In order to gauge the performance of the application, the 

authors first tested the frame rate to ensure sufficient visual quality 
and responsiveness for users. The resulting assembly training 
application, shown in Figure 6, performed at an average of 46 frames 
per second (FPS) while containing a total of 6 million vertices 
within the environment. While this is slightly below the ideal frame 
rate of 60 FPS, it is still above the minimum 30 FPS required for 
real time interaction in a VE. Frame rate results, high-quality 
visuals, and ease of HMD integration show that Unity is useful tool 
for quickly generating a high-quality proof of concept VE, although 
with some frame rate limitations. Future work will look at ways to 
use Unity’s inbuilt options to maximize the prototype applications 
FPS when using geometry from highly detailed computer-aided 
drafting systems.   

When designing a VR application for assembly training, high 
fidelity models (i.e., models with a high vertex count) employed in 
the VE can hinder the application’s performance. Hence, the use of 
high fidelity models will present a challenge to those attempting to 
import unaltered models into Unity. To combat this issue, high 
fidelity models of insignificant components (i.e., bolts, washers, and 
wingnuts) were decimated to reduce the number of vertices. Each 
model must be decimated individually, but once they have been 
decimated they can be reused indefinitely. A trial and error process 
was used to produce each decimation percentage by viewing how 
the resulting model looked once integrated into the VE. 
Incrementally, the decimated models were saved until the models 
contained the least number of vertices that maintained sufficient 
visual fidelity for users. The resulting lower fidelity models 
provided a substantial increase in frame rate while maintaining 
identifiable geometry unique to each component. The use of 3D 
models with a high vertex count will present a challenge to anyone 
attempting to put unaltered models straight into Unity. Therefore, 
model decimation will prove vital in the development of VR training 
applications where models need to only pass a visual inspection. 

 
 

 
Figure 6. Depiction of the wing assembly training application  

The second portion of the results focuses on the lessons learned 
from building the application that can be applied to future assembly 
training prototypes. Many lessons were learned while developing 
the application for assembly training. Most of the difficulties faced 
were encountered when designing the animations, and piece 
snapping features. Creating accurate guiding animations for 
representing the correct part location to users consumed more time 
than anticipated. Each animation required a unique solution because 
of differences in part geometry and desired location. As a result, 
moving forward with more complex assemblies the authors 
anticipate as the overall assembly size and complexity increases a 
significant amount of time could be expended authoring the 
instruction animations. This could potentially become a barrier to 
adoption for the technology. Additionally, compounding the 
animation issue it’s imperative the designer understands the desired 
component placement. This understanding ensures the animation 
properly represents to the user the correct location for a piece within 
an assembly.  

In addition to the custom crafting of animations for the VE, 
custom scripts were created to snap parts into a user-specified 
orientation while completing the assembly. An example of part 
placement is guide shown in Figure 7. The guide shows the user 
where to place a unique piece. When the user places the virtual part 
close to the correct position, it will snap into place. To ensure each 
piece snapped into the correct location each component type 
required its own custom script. Custom scripts were required due to 
the variety of parts as well as the variety in intended location and 
orientation of the parts. This variation caused an increase in time 
spent on creating snapping scripts for each unique case. Time 
required for custom scripting, as with the animations, would 
increase as the overall assembly size and complexity increases. This 
could potentially become another barrier to adoption for the 
technology. 
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Figure 7. Demonstration of user placing unique part onto the assembly  

Snapping parts is relatively easy to implement for larger and 
simpler components. However, the authors found this more 
challenging for small and detailed components. This is due to the 
trial and error process required to determine the tolerance distances 
needed for snapping a model to a location in the VE. Smaller 
symmetrical items such as screws and washers required less 
rotational tolerances. Attention to tolerance levels ensures that users 
don’t experience an unnatural or degraded experience, detracting 
from the VE training from preventing skill transfer into the physical 
world. In addition, perceived natural tolerances are important 
because if users believed they were performing the task correctly 
and the piece does did not snap into place this could cause 
frustration.  

One detraction to using the snapping technique is that the 
feature limited the ability of users to experience haptic feedback 
from the parts as assembled. For example, users were not provided 
an understanding of the amount of torque required to assemble 
fasteners. Instead, the snapping feature focused on providing the 
correct locations of assembled parts. 

Conclusion 
For the work, a VR manufacturing training application was 

created using Unity 3D and displayed using Oculus Rift. The 
ergonomic Oculus Touch controllers let users naturally interact with 
the virtual assembly parts. Assembly instructions and user interface 
elements in the virtual environment were selected with guidance 
from previous work on virtual interface design. Methods such as 
frame rate and ease of interaction with the virtual environment were 
used to evaluate the performance of the virtual assembly trainer 
prototype. Results of the work demonstrate the feasibility of using 
the Oculus Rift and a commercial game engine to create a virtual 
assembly training application for a mock aircraft wing. After 
completing the prototype, the authors are convinced the current 
maturity level of the technology has the potential to improve upon 
current 2D methods of training. Further research in this field will 
allow companies to gain a better understanding of how virtual reality 
can benefit their work performance and decrease their training 
expenditure. As virtual reality technologies continue to expand, the 
authors believe that VR training simulators will become more 
prominent in factory training. 
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