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Abstract
This paper presents a new method for no reference mesh vi-

sual quality assessment using a convolutional neural network. To
do this, we first render 2D images from multiple views of the 3D
mesh. Then, each image is split into small patches which are
learned to a convolutional neural network. The network con-
sists of two convolutional layers with two max-pooling layers.
Then, a multilayer perceptron (MLP) with two fully connected
layers is integrated to summarize the learned representation into
an output node. With this network structure, feature learning and
regression are used to predict the quality score of a given dis-
torted mesh without the availability of the reference mesh. Exper-
iments have been successfully conducted on LIRIS/EPFL general-
purpose database. The obtained results show that the proposed
method provides good correlation and competitive scores com-
paring to some influential and effective full and reduced reference
methods.

Introduction
The interest on perceptual visual quality assessment (MVQ)

of 3D meshes has become an important issue in the past few years
due to the fact that 3D models have been widely used in several
applications. 3D meshes are usually subject to different lossy ge-
ometry processing operations, which inevitably introduce variable
distortions on the 3D shape of the object and may alter the visual
quality of the model. Indeed, the performances of a computer vi-
sion application are often sensitive to the quality of the data. Thus,
it is crucial to evaluate how much the original 3D model has been
affected by a specific operation. In fact, visual distortions can be
measured by human observers (subjective visual quality assess-
ment), but this evaluation is too expensive, laborious and time-
consuming compared to the objective visual quality assessment
[1] that seems to be a good solution to overcome these problems.

To estimate the visual quality, objective visual quality assess-
ment methods are required, they can be classified according to the
availability of the reference object: Full-Reference (FR) when the
reference is fully available, No-Reference (NR) or Blind when
no information about the reference is available, and Reduced-
Reference (RR) when only a part of the reference is available
i.e features extracted from the reference. Several perceptually
driven method have been proposed, however, they are limited to
full reference and reduced reference methods, that is to say, they
require the presence of the reference in order to evaluate the per-
ceived quality. 3D mesh quality assessment methods can be used

in several computers graphics applications such as benchmarking
3D mesh processing algorithms, optimizing and assessing perfor-
mances of compression, 3D TV and so forth. The subject of this
work is to propose a no-reference mesh visual quality assessment
method to objectively estimate the perceived visual quality of a
given distorted mesh.

In the literature, several mesh visual quality assessment
methods have shown good performances and good correlation
with mean opinion scores provided by subjects. However, the
available methods are limited in full reference [2, 3, 4, 5, 6]
and reduced reference methods [7, 8]. In practical situations,
the reference is not always available, and the proposition of no
reference methods become essential. To overcome this problem,
our purpose is to investigate the use of machine learning technics;
specifically deep convolutional networks in order to implement a
no-reference mesh visual quality assessment method and ensure a
good correlation with human judgments. This is a very challeng-
ing issue since the reference is not considered, and the quality
estimation is based on a learning problem.

The remainder of this paper is organized as follows: a brief
description of the state of the MVQ metrics is presented in Sec-
tion. II. Experimental setup including the used database and the
validation protocol is provided in Section. III. Experimental com-
parisons and discussion are given in Section. IV. Finally, we draw
in Section. V some concluding remarks and perspectives.

The proposed method
Overview

Compared to the existing mesh visual quality assessment
methods, the proposed method is no-reference, it needs only the
distorted mesh to predict the quality score without having the ref-
erence mesh. In addition, it integrates the use of a deep learning
network in the field of mesh visual quality assessment using 2D
views rendered from the 3D object. The flowchart of the proposed
no-reference mesh visual quality assessment method is depicted
in Fig. 1. Given a distorted mesh, the first step is to render 2D
images from multiple views of the 3D mesh. In the second step,
each image is split into small patches of size 32× 32 in order to
fit the requirement of the convolutional neural network which is
used for the training and the quality prediction.

2D views rendering and patch preparation
The first step of the proposed method is to render 2D pro-

jections of the 3D object from multiple views. Projections are
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Figure 1. The overall scheme of the proposed no reference mesh quality assessment method.

obtained by fixing a virtual camera and rotate the 3D mesh by an
angle of 60 degrees according to the X and Y axes. In total, 11
views are obtained for each distorted mesh. Fig. 2 shows an ex-
ample of Venus model and its corresponding views. Once the 2D
views are rendered, the next step is to split each view into small
patches of size 32× 32 to feed the convolutional neural network
which the different layers are described in the next section.

CNN architecture
The architecture of the proposed CNN is composed of seven

layers as depicted in Fig. 3. The different layers are presented as
follows:

• Input: 2-D patches of size 32×32.
• Convolutional layer 1: The first layer is a convolutional

layer which filters the input patch with 32 kernels. Each
kernel is of size (5×5). This layer provides 32 feature maps
of size 28×28.

• Max-pooling layer 1: The second layer is a max-pooling
layer which applies the max-pooling process on each feature
map with a local window of size 2×2. This layer produces
32 feature maps with a lower dimension of 14×12.

• Convolutional layer 2: The third layer is another convolu-
tional layer which filters the output of the max-pooling layer
with 32 kernels of size 5×5. This layer produces 32 feature
maps of size 10×10.

• Max-pooling layer 2: The fourth layer is another max-
pooling layer with a local window of size 10× 10. as a

result, this layer produces a feature vector of size 1×32.
• Fully connected layers: The fifth and sixth layers are two

fully connected layers of 250 nodes each.
• Output layer: The last layer is a simple linear regres-

sion with a one-dimensional output that provides the quality
score.

Training
The proposed method consists of two phases: the training

phase and the test phase. For the training process, we conduct a
leave-one-out cross validation (LOOCV): The training model is
built using the patches from all the existing objects in the repos-
itory except one object and its degraded version. As the used
database is composed of 4 objects and their corresponding de-
graded version, we thus dexompose the database as follows : 75%
for the training and the rest for the test. The proposed CNN ar-
chitecture is trained on non-overlapping patches of size 32× 32.
Thanks to the homogeneous distortions in the training meshes,
we assign for each input patch a score, which is correspond to the
mean opinion score of the source mesh. The parameters of the
convolutional neural network are learned using stochastic gradi-
ent descent (SGD) and back propagation. We adopt the training
objective function defined as follows:

L =
1
N

N

∑
n=1
||S(pn;ω)−MOSn||l1 (1)

ω̂ = minω L
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Figure 2. Example of 2D views rendering from Venus 3D shape.

Where MOSn is the mean opinion score assigned to a given
input patch pn and S(pn;ω) is the predicted score of pn with net-
work weights ω . In our experiments, we perform the training for
20 epochs.

During the test phase, the patches of the excluded object are
used (test set), and the trained network estimates a quality score
for each patch of the mesh. Finally, the overall quality score of
the test mesh is obtained by averaging all the predicted patch
scores. This process is done until all the meshes in the reposi-
tory are tested and we obtain a quality score for each distorted
mesh. The obtained scores are then compared with the subjective
scores using correlation measurements.

Experimental results
Database and test criteria

The performance of our proposed method is evaluated on
the general-purpose database. This database was created at the
EPFL, Switzerland. It contains 4 reference meshes, Armadillo,
Dyno, Venus and RockerArm, from which 84 distorted models
are generated (88 models total). Two types of distortion are ap-

plied, smoothing and noise addition, either locally or globally on
the reference mesh. The subjective evaluation was done by 12
observers. The given scores are between 0 (good quality) and
10 (bad quality), and for each model, a normalized mean opin-
ion score (MOS) is computed by averaging all the scores given
by the 12 observers. Fig. 4 shows the 4 reference meshes of the
general-purpose database.

The correlation between the estimated quality scores and the
mean opinion scores is used as criteria to evaluate the perfor-
mance of a given quality assessment method. Two types of corre-
lation are usually used:

The Pearson linear correlation coefficient (rp) which em-
ployed to measure the prediction accuracy.

rp =
Cov(PMOS,MOS)

Var(PMOS)Var(MOS) ,

where MOS and PMOS are two vectors of the subjective and
objective scores respectively.

The Spearman rank-order correlation coefficient (rs) which
employed to measure the prediction monotonicity [10], it is com-
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Figure 3. The architecture of the proposed convolutional neural network.

Figure 4. Reference Meshes from the general-purpose database.

puted suing the same equation but replacing the raw scores by
their ranks. The Spearman rank order correlation coefficient de-
pends only on the rank of the objective scores of the models; if
the rank of objective scores is similar as the rank of MOSs, a
high value will be obtained, regardless of the distance between
the objective score and the corresponding MOS. For both criteria,
a higher value indicates a better prediction performance.

Comparison and discussion
Contrary to the 2D and stereoscopic image quality metrics,

there is a lack of no-refrence methods in mesh visual quality
assessment. In the experiment results, we only compared our
method to several full reference, reduced reference methods and
only one recent no-reference method [9]. Table . 1 presents
the (rp) and (rs) values of our method from the general-purpose
database as well as the values from the existing methods. Note
that the correlations on the whole corpus are computed between
the objective scores of all objects in the corpus and their corre-
sponding MOSs.

the proposed method provide high correlation scores that

contend the most effective methods on the general-purpose
database. Particularly, the highest rs and rp for armadillo and
Venus model. In addition, the proposed method has a compet-
itive correlation concerning Dyno and Rocker model as well as
on the whole repository with a correlation of (rs = 81.75%) and
(rp = 82.54%) . Our method outperforms the BMQI method,
which is a no-reference metric for all meshes except the Rocker.
However, the global performances are higher than the latter. Com-
paring to the other databases, the general purpose database con-
tains an important number of distorted models (21 distorted ver-
sion for each model as well as a variety of distortion types). The
high correlation scores provided by the proposed method in this
database appear to be a good indicator for the forcefulness of our
method in mesh visual quality assessment.
According to the above evaluation and comparison, we can see
that the proposed method is quite robust and effective in term of
predicting the objective quality score of a distorted mesh, as re-
flected by the high and competitive scores comparing to existing
well-known methods. In addition, we recall that our method is no-
reference, and do not require the reference meshes for the quality
estimation. Accordingly, it can be appropriate for practical situa-
tions and real-time applications.

Conclusion

In this paper, we presented a convolutional neural network
based method for blind mesh visual quality assessment. The net-
work is trained using small patches extracted from images of mul-
tiple views of the 3D mesh. The proposed architecture is com-
posed of multiple layers of convolution and max-pooling. In
addition, the MLP layer with two fully connected layers is in-
tegrated to summarize the representation and produce the final
quality score. The comparison with existing full reference and
reduced reference mesh visual quality assessment methods shows
that the proposed no-reference method provides good correlations
with human judgment. In addition, it is noteworthy that the pro-
posed method is blind and does not require the reference mesh.
Future work will concern other representative features and net-
work configuration.
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Correlation coefficients rs (%) and rp (%) of different objective metrics on LIRIS/EPFL general-purpose database.

Type Metric Armadillo Dyno Venus Rocker All models
rs rp rs rp rs rp rs rp rs rp

Full Reference HD[2] 69.5 30.2 30.9 22.6 1.6 0.8 18.1 5.5 13.8 1.3
RMS [3] 62.7 32.3 0.3 0.0 90.1 77.3 7.3 3.0 26.8 7.9

MSDM2 [4] 81.6 85.3 85.9.4 85.7 89.3 87.5 89.6 87.2 80.4 81.4
DAME [5] 60.3 76.3 92.8 88.9 91.0 83.9 85.0 80.1 76.6 75.2
TPDM [6] 84.5 78.8 92.2 89.0 90.6 91.0 92.2 91.4 89.6 89.2

Reduced Reference 3DWPM1 [7] 65.8 35.7 62.7 35.7 71.6 46.6 87.5 53.2 69.3 38.4
3DWPM2 [7] 74.1 43.1 52.4 19.9 34.8 16.4 37.8 29.9 49.0 24.6

FMPD [8] 75.4 83.2 89.6 88.9 87.5 83.9 88.8 84.7 81.9 83.5
No Reference BMQI [9] 20.1 – 83.5 – 88.9 – 92.7 – 78.1 –

Our method 93.44 95.62 86.22 84.34 94.09 90.35 80.45 82.16 81.75 82.54
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