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Abstract 
Simultaneous localization and mapping (SLAM) is a 

computational problem reconstructing the 3D environment map 
and estimating the camera trajectories simultaneously. This 
research topic has been studied for several decades in computer 
vision field. Among many other components in SLAM, we are 
concentrating on a loop closure detection determining whether a 
current view is visited by a camera agent before or not. It is an 
essential procedure for obtaining a consistent 3D environment 
map. In this paper, we propose a learning based local patch 
descriptor using a generative adversarial network to solve a 
problem of the loop closure detection. We trained the generative 
adversarial network on local patches of a place-oriented dataset 
and used the network model to extract the local patch descriptor. 
By using the descriptor on a general bag-of-visual-word method, 
we achieved better results than the conventional methods in terms 
of the precision and recall measure.	

Introduction 
For a human being, understanding the environment map is a simple 
and straightforward task and it is a necessary procedure to interact 
with other objects. We can easily achieve a lot of operations such 
as avoiding obstacles, putting objects somewhere and opening the 
doors by knowing the appearance of the surrounding map. 
However, it is a very difficult task for computer machines. For 
several decades, many computer vision researchers have tried to 
implement systems to understand the environment map via 
cameras. More specifically, the machines should know what 
environment looks like and where the camera is at the same time. 
These extensive research topics have emerged as a simultaneous 
localization and mapping (SLAM). Figure 1 shows the main 
components of the modern SLAM system [1]. 
 

 
Figure 1 The main components of the modern SLAM system 

First of all, the input data from color, depth, global positioning 
system (GPS) or inertial measurement unit (IMU) sensors is 
acquired on the data acquisition part with the appropriate noise 
handling procedure. Next, a 3D point cloud data (PCD) is 
generated by mainly using images and camera intrinsic parameters, 
and then the PCD from each time frame is registered in a single 
point cloud model on the point cloud registration step. A loop 
closure detection is a step determining whether the current position 
is visited before or not. If a loop closure is detected, this can be a 
constraint to make a consistent 3D environment map later on the 
model optimization step. The deformations are invoked by the 
moving objects like people, non-rigid, flexible objects like clothes 

and the SLAM system should properly handle the deformations to 
construct the accurate map. The optimization step optimizes the 
camera trajectories and 3D environment map with the constraints 
such as camera positions, 3D model, the loop closures and 
deformations from the front end. Finally, the rendering part 
produces the complete 3D volumetric model from the 3D point 
cloud data by using various computer graphics techniques. Among 
the main components of the modern SLAM system, we primarily 
study on the loop closure detection problem and proposed a 
method using a learning based local patch descriptor to solve the 
problem. 
If the robot equips the 3D perception ability, there are many 
potential applications in the robotics field. Currently, the most 
promising research area is the autonomous vehicle. In order to 
safely transport the passengers and luggage to the destination, 
understanding what is around the vehicle and constructing the 
environment map are important. Any forms of a robot such as a 
picking robot in a warehouse, a service robot in a store, and drone 
require the perceiving the 3D environment to complete the 
assigned missions. 
Aside from the robotics field, The SLAM technology is required in 
the augmented reality (AR). The augmented reality is to seamlessly 
synthesize the virtual object into the real 3D scene where the 
viewer is gazing. In order to achieve this goal, knowing the 3D 
environment map and the position of the viewer are necessary. We 
can naturally see the virtual character with a real scene and give 
the user an impressive feeling based on the 3D knowledge from 
SLAM. 
Lastly, the virtual reality (VR) becomes a potential application of 
SLAM. The present VR technique uses the external position 
tracking devices which are cumbersome to install to find the 
location of the head-mounted display (HMD). By using the SLAM 
technology on the VR, we don’t need any external devices causing 
the additional expenses and it will deliver the compact impression 
to the user. 
In this paper, we propose a loop closure detection method using the 
learning based local patch descriptors. We combine the descriptors 
with bag-of-visual word (BoVW) method to get a descriptive 
vector for an image. By this vector representation, we can measure 
how much two images are similar so that we can detect the loop 
closure. For the learning based local patch descriptor, we will 
exploit a deep convolutional generative adversarial network 
(DCGAN) which is one of the successful unsupervised learning 
method. At this point, the training data is a critical issue for the 
learning based methods. Since we concentrate on the loop closure 
problem, we will use the place-oriented dataset including millions 
of scene images from indoor and outdoor environments. In order to 
evaluate the proposed method for the loop closure detection in 
SLAM application, we created the ground-truth label for a place 
recognition by an online survey and a manual classification. 	
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Related Works 
There are two main categories for solving the loop closure 
detection problem: a local descriptor based method and whole 
image descriptor based method. First, the local descriptor based 
method is divided into the training and estimation stages. For the 
training stage, we extract the local image descriptors like SIFT, 
SURF, and ORB from training images. Next, a hierarchical k-
means clustering is applied on the extracted local image 
descriptors to construct the bag-of-visual-word (BoVW) model in a 
tree form. At this point, the descriptors having a similar appearance 
will be clustered and the centroid of the cluster represents the 
visual-word. For the estimation stage, after extracting the local 
image descriptors as same as the beginning of the training stage, 
the histogram of the visual-word can be calculated by stacking the 
descriptor on the most similar visual-word bin. It is called bag-of-
visual-word vector and used for similarity computation between 
images [2]. Figure 2 shows the overall procedure for the bag-of-
visual-word method. 

 
Figure 2 Overall Procedure for the bag-of-visual-word method 

As an extension of the bag-of-visual-word model, the Fisher vector 
(FV) model has been introduced [3]. Although both BoVW and FV 
models are based on the local feature descriptor, the FV model 
finds the parameters of Gaussian mixture model while the BoVW 
model employs the K-means clustering algorithm. Next, the 
gradient of the log likelihood with respect to the parameters of the 
model is calculated, then the concatenation of these partial 
derivatives is defined as the Fisher vector. This model has the 
advantage to give similar or even better classification performance 
than BoVW model obtained with supervised visual vocabularies. 
As another extension of the bag-of-visual-word model, we can find 
the vector of locally aggregated descriptors (VLAD) [4]. In the 
case of VLAD, it accumulates the residual of each descriptor with 
respect to its assigned cluster while the BoVW model only 
determines whether the descriptor is assigned to the cluster center 
or not. Therefore, it adds the more discriminative property in the 
vector representing an image, which is beneficial for the place 
recognition. 
Second, the whole-image descriptor based method extracts the 
image descriptor by analyzing the image itself. The GIST 
descriptor, one of the whole-image descriptor based methods, is 
computed by measuring the responses of an image to a Gabor filter 
bank [5]. It has a compact representation with less than 1000 
dimensions in its standard implementation. Recently, the whole-
image descriptor using the convolutional neural network (CNN) 
has been introduced [6]. It uses the pre-trained AlexNet model to 
extract the image descriptor for the loop closure detection. They 
feed an image to the model and obtain the feature maps at each 

layer and used the feature maps as the image descriptor. They 
found out the image descriptor from the fifth convolutional layer 
shows the best result of the loop closure detection. Figure 3 shows 
the structure of AlexNet model through all convolution, pooling, 
and fully connected layer. 
 

 
Figure 3 Structure of AlexNet model 

Proposed	Loop	Closure	Detection	Method 
The local image descriptor shows a good loop closure detection 
result with BoVW method but it is not enough to deal with the 
harsh variations in the images like an illumination change,  view 
point change, occlusion, and deformation.  
Recently, the neural networks approaches have been widely 
studied and applied to a lot of research fields, especially for the 
classification, regression, and recognition.  
In this paper, we exploit the general BoVW model to detect loop 
closures on the image sequences. In contrast with the conventional 
methods, however, we used the descriptors from a deep 
convolutional generative adversarial network (DCGAN) on the 
local patches obtained by SURF features to construct the visual-
word. In order to obtain the suitable DCGAN model on our 
problem, we trained the model on the place-oriented dataset. 
Additionally, we propose the descriptor extraction procedure from 
the trained DCGAN model for the loop closure detection.	

Generative Adversarial Network (GAN) 
Among many of neural network models introduced recently, a 
generative adversarial network (GAN) has become a promising 
method for the generative model [7]. The generative capability of 
GAN can handle the variations in images and we focused on that 
point to solve the loop closure detection problem.  
GAN has a competitive relationship between two networks: a 
discriminator network and a generator network. The generator 
network (G) generates fake images from a random noise and the 
discriminator network (D) discriminates whether the input images 
are real or fake. Figure 4 illustrates the structure of the generative 
adversarial networks. 

 
Figure 4 Generative adversarial networks 
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Deep Convolutional GAN (DCGAN) 
The deep convolutional GAN (DCGAN) is one of the variants of 
GAN containing the convolutional operations over the whole 
network [8]. More specifically, the discriminator of GAN has a 
general convolution to abstract the input image and the generator 
of GAN has a transposed convolution to construct the fake image 
from the noise vector. Aside from that, DCGAN has a batch 
normalization procedure improving the regularization ability and 
making it faster to train the network. Lastly, the Leaky ReLU 
activation was used in the discriminator for all layers. Combining 
all the introduced tricks with GAN, DCGAN has achieved 
astonishing results than the conventional methods. Figure 5 
illustrates the overall structure of DCGAN model. In this paper, we 
exploit the DCGAN to extract the local patch descriptor and tried 
to combine the descriptor with BoVW model to detect the loop 
closures.  

 
Figure 5 Overall structure of DCGAN model 

Local Patch Descriptor using DCGAN 
In order to construct the DCGAN model for the loop closure 
detection, we trained the model on the place365 dataset containg 
the place-oriented scene images [9]. We first extracted the SURF 
features from the image and made 64×64 size of local patches 
having the center as the position of the SURF features. We made 
approximately 300 local patches per image and applied this 
process on 36500 images. Therefore, we obtained almost 
10,960,000 training patches in total. Figure 6 shows the extracted 
local patches with SURF features. 

 
Figure 6 Local patches with SURF features 

 After training the DCGAN model, we can construct the DCGAN 
descriptors for local patches from the discriminator part of 
DCGAN. We applied a 4×4  max-pooling operation on the last 
layer of the discriminator. Finally, we can get the 512 dimensions 
vector for a single local patch. Figure 7 indicates the position of 
the descriptor extraction. There can be several different types of 
the extraction approaches but we leave the experiments for the 
future works. 
 

 
Figure 7 Position of the descriptor extraction	

 

BoVW with the proposed Local Patch Descriptor 
The BoVW model exploits the image descriptors like SIFT, SURF, 
and ORB to construct the hierarchical structure of the visual-word. 
And then, the histogram of the visual-word can be considered as a 
representation of a query image. 
In this paper, we will combine the DCGAN descriptor with the 
BoVW model. We first make local patches from an image as the 
same way to make a training data and extract DCGAN descriptor 
from the local patches by the trained DCGAN model. Finally, the 
hierarchical BoVW model is constructed by using the DCGAN 
descriptor with 10 branches at each level and 5 depth levels. Figure 
8 illustrates the construction of BoVW model with DCGAN 
descriptor. 
 
 

 
Figure 8 Construction of BoVW model with DCGAN descriptor 

…

…

…

10	cluster	centers

…
…5	

de
pt
h	
le
ve
ls	

IS&T International Symposium on Electronic Imaging 2018
Autonomous Vehicles and Machines Conference 2018 284-3



 

 

Experiment Results 
In this section, we will evaluate the loop closure detection 
compared to many other methods by the metric of the precision 
and recall curve. We will introduce the dataset we used, training 
and evaluation details in the following subsections. 

Dataset 
There are two main categories for datasets: the training and 
evaluation. For the training dataset, we employed the place365 
dataset having the place-oriented scene images by Zhou et. al. [9]. 
It contains 10 million scene photographs, labeled with scene 
semantic categories. In our experiments, we used 1000 images 
among them and extracted local patches as we described. 

 
Figure 10 Example of Places dataset 

For the evaluation dataset, we exploited City Centre (CC) and New 
College (NC) dataset by Mark et. al. [10]. The two datasets are 
widely used in visual SLAM field and in evaluating loop closure 
detection since those have the ground-truth GPS data for the robot 
agent equipped with a stereo camera. At this point, the robot agent 
passed through a specific route having loop closure.  

 
Figure 11 Example of New College dataset 

We made a ground-truth loop closure data by the GPS information 
and images. We first filtered all image pairs via the proximity of 
GPS position. If the distance between the image pair is bigger than 
some threshold (in this experiment, 0.8 meters), we rejected it as 
the loop closure and if not, we accepted it. And then we selected 
the definite loop closure pairs by comparing the appearance of 
images. At this point, although this ground-truth dataset is 
involved with our subjective opinion, we will make a ground-truth 
data by surveying over 100 people in the future research.  

 

Figure 9 and Figure 12 show the ground-truth correspondence 
matrices for City Centre and New College, respectively. In this 
case, the element at (i,j) position is one if the image i and image j 
are considered as the same place. Otherwise, the element at (i,j) is 
zero. The total number of images in the dataset is 274 for City 
Centre and 394 for New College dataset. Note that the matrices are 
upper triangular matrices since we eliminated the lower triangular 
part of the matrices due to the computational redundancy when we 
construct the estimated correspondence matrices.	 	

Figure 9 Ground-truth correspondence matrix for City Centre dataset 

Figure 12 Ground-truth correspondence matrix for New College dataset 
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Implementation Detail 
We used open source machine learning framework, Tensorflow, 
for the DCGAN model implementation [11]. Tensorflow is a 
popular and widely used open source framework in various fields 
ranging from the academia and industry. We implemented 
DCGAN model over the Tensoflow and there are some hyper-
parameters for model training. Table 1 describes the hyper-
parameters for model training that we experimented. 

Table 1 Hyper-parameters for the model training 

Parameter Value Parameter Value 
Batch size 128 Input height 64 

Epoch 25 Input width 64 
Learning rate 0.0002 Output height 64 
Momentum 0.5 Output width 64 

 
For our computing machine setting, we exploited Intel Core i7-
5960X 3.00GHz CPU and Nvidia Geforce 1070 GTX GPU. Under 
the environment, the training time took about 8 hours. 
 

Evaluation Measure  
In order to evaluate the result of the loop closure detection, we first 
constructed an image-to-image correspondence matrix generated 
by several loop closure detection algorithms. The image-to-image 
correspondence matrix is a matrix containing the element of a 
similarity score as a probability value (between zero to one) for an 
image pair.  
In order to evaluate the methods, we estimate a correspondence 
matrix with the evaluation dataset. The estimated correspondence 
matrix contains the elements calculated by L1 score representing a 
relevance between image i and j [12]. The equation for L1 score is 
shown in Equation 2 where the desc(i) represents the descriptor 
vector for image i. The L1 score value is ranging from zero to one. 
After obtaining the estimated correspondence matrix for each 
comparison method, we can calculate the precision and recall 
curve to evaluate the performance [13]. 
 

𝐿1_𝑠𝑐𝑜𝑟𝑒	(𝑖, 𝑗) = |𝑑𝑒𝑠𝑐(𝑖)/|𝑑𝑒𝑠𝑐(𝑖)| 	
− 𝑑𝑒𝑠𝑐(𝑗)/|𝑑𝑒𝑠𝑐(𝑗)|	| () 

 
In the process of comparing the correspondence matrices, we 
exploited the precision-recall curve which is the generic measure 
in the recognition field. The precision-recall are described by the 
following equations. 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 	
𝑡𝑟𝑢𝑒	𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑡𝑟𝑢𝑒	𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝑓𝑎𝑙𝑠𝑒	𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠	
 (1) 

𝑟𝑒𝑐𝑎𝑙𝑙 = 	
𝑡𝑟𝑢𝑒	𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑡𝑟𝑢𝑒	𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝑓𝑎𝑙𝑠𝑒	𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 (2) 

At this point, the value of true positives represents an algorithm 
determines the image pairs as the loop closures and it is true 
according to the ground truth data at the same time. Table 2 
describes the terms of the recognition result for the precision-recall 
measure. Typically, the precision-recall are inversely related and 
we can make the curves by adjusting the thresholds for the 
estimated correspondence matrix. 

Table 2 Description of the recognition result 

Loop closure 
detection 

Ground truth data 

Yes No 

Algorithm 
Yes True positive (tp) False positive (fp) 

No False negative (fn) True negative (tn) 
 

Evaluation Results  
In this experiment, we compared the proposed method with several 
conventional methods such as the BoVW with SURF, ORB and 
BRISK descriptors in terms of the precision-recall curve. Figure 13	
and Figure 14 illustrates the overall result for the precision-recall 
curves. As you can see in the figures, the proposed method shows 
the best result than the conventional methods. For the qualitative 
comparison, we described the average precision value in Table 3 
and marked the best result as a bold character. 

 
Figure 13 Precision-recall curve for City Centre dataset 

 
Figure 14 Precision-recall curve for New College dataset 

TABLE 3 AVERAGE PRECISION 
  BoVW with 

 VLAD Fisher vector SURF ORB BRISK Ours 
CC 0.78 0.78 0.84 0.79 0.77 0.84 
NC 0.72 0.72 0.73 0.72 0.71 0.76 
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Conclusion 
The loop closure detection is an important procedure for SLAM 
framework. For several decades, many researchers have tried to 
solve the problem of the loop closure detection via hand-crafted 
descriptors in images. As the advent of the deep learning 
approaches in the computer vision field, we proposed the loop 
closure detection method using the descriptors from the deep 
learning model. In the experiment result, we verified the proposed 
method shows the better result than the conventional methods in 
terms of the precision-recall curve. We, however, believe the 
method using the deep learning approaches will show the much 
better result with the large-scale training datasets and we left the 
task as a further research. 
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