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Abstract. The Field of View (FoV), the Field of Resolution, and
the Field of Contrast Sensitivity describe three progressively more
detailed descriptions of human spatial sensitivity at angles relative
to fixation. The FoV is the range of visual angles that can be sensed
by an eye. The Field of Resolution describes the highest spatial
frequency that can be sensed at each angle. The Field of Contrast
Sensitivity describes contrast sensitivity at each spatial frequency,
at each visual angle. These three concepts can be unified with
the aid of the Pyramid of Visibility, a simplified model of contrast
sensitivity as a function of spatial frequency, temporal frequency, and
luminance or retinal illuminance. This unified model provides simple
yet powerful observations about the Field of Contrast Sensitivity.
I have fit this model to a number of published measurements of
peripheral contrast sensitivity. This allows us to test the validity of
the model, and to estimate its parameters. Although the model is
a simplification, I believe it provides an invaluable guide in a range
of applications in visual technology. c© 2018 Society for Imaging
Science and Technology.
[DOI: 10.2352/J.Percept.Imaging.2018.1.1.010505]

1. INTRODUCTION
The Field of View (FoV) describes the range of visual angles
that can be sensed by an eye. But within that range, some
angles are sensed better than others. A more complete
description would describe how the contrast sensitivity
function varies with angle. I call that the Field of Contrast
Sensitivity. The spatial frequency atwhich contrast sensitivity
declines to zero is the resolution of the visual system. By
way of the Field of Contrast Sensitivity, one can derive the
resolution at each angle, which I call the Field of Resolution.

These general ideas can be given mathematical form
with the aid of the Pyramid of Visibility (PoV). This is a
recent simplified model of contrast sensitivity as a function
of spatial frequency, temporal frequency, and luminance or
retinal illuminance. From this model, one can derive some
simple yet powerful observations about the Field of Contrast
Sensitivity.

Finally, I have fit this model to a number of published
measurements of peripheral contrast sensitivity. This allows
us to test the validity of the model, and to estimate its
parameters. Although the model is a simplification, I believe
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it provides an invaluable guide in a range of applications in
visual technology.

1.1 Field of View
The FoV describes the range of angles that can be seen by
the human eye. The range that can be seen by one eye while
fixating straight ahead (the Fixated Field of View, or FFoV)
is bounded by the occluding structures of the head (eye orbit,
nose, brow) and by the cessation of photoreceptors at the
margins of the retina. The literature suggests this extends
for one eye from −62◦ in to 105◦ out, and from −74 down
to 62◦ up1 [1–4]. Significant individual differences exist in
all of these values. The range of angles that can be seen by
one eye when eye movements are allowed differs for the
FFoV primarily in the downward and temporal directions,
since in the upward and nasal directions the brow and nose
obstruct.Wewill not worry over this distinction, since we are
concerned only with variations in sensitivity as a function of
angle relative to fixation.

2. CONTRAST SENSITIVITY
2.1 Contrast Sensitivity Function
The contrast sensitivity function (CSF) is defined as the
inverse of the smallest contrast of a sinusoidal grating that
can be detected at each spatial frequency [5–9]. An example
of a grating and the CSF are shown in Figure 1. Note
that visual resolution is defined here as the highest spatial
frequency that can be seen, when contrast is at its maximum
value of 1, and thus sensitivity is also 1, and the log of
sensitivity is zero. Resolution defined in this way is also called
grating acuity.

In Fig. 1 I plot the CSF in two ways. First, the traditional
way on log–log axes, and second as log contrast sensitivity
versus linear frequency. I introduce the latter format because
it is how I will plot much of the data below. Also, in this
format, the model I will adopt yields a linear CSF for mid
to high frequencies. Note the labels in the second plot.
These refer to linear spatial frequency (F) and log contrast
sensitivity (S). I will use these terms and labels elsewhere in
this report.

1 I adopt the shorter and more intuitive terms ‘‘in,’’ ‘‘out,’’ ‘‘up,’’
and ‘‘down’’ in place of the traditional terms ‘‘nasal,’’ ‘‘temporal,’’
superior,’’ and ‘‘inferior.’’ Further, these terms are referenced to
locations in the visual field, and are reversed relative to locations
on the retina.
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Figure 1. Left: a sinusoidal luminance grating. Center: a contrast sensitivity function plotted on log–log coordinates. Right: the same function on log–linear
coordinates.

Figure 2. Pyramid of Visibility. The green diamond at the base defines
the Window of Visibility. This example is for a mean luminance of 100
nits and parameters derived from data of Robson [7].

2.2 Pyramid of Visibility
Recently we observed that log contrast sensitivity, at
moderate photopic luminances, and at high spatial or
temporal frequencies, could be approximated by a linear
function of spatial frequency, temporal frequency, and
adapting luminance [10]. This observation is embodied in
the Pyramid of Visibility (PoV) model:

S= c0+ cWW + cFF + cLL, (1)

where S is the log contrast sensitivity, W is the temporal
frequency in Hz, F is the spatial frequency in cycle/deg, L
is the log of luminance in nits, and c0, cW , cF and cL are
constants. The constant c0 is related to overall sensitivity,
while cW , cF , and cL determine the rates of change in log
sensitivity with temporal frequency, spatial frequency, and
luminance. We call this the Pyramid of Visibility because
when rendered as a surface in the F–W–S space, it is
a rectangular pyramid. The base of the pyramid, defined
by the locus of F–W points at which S = 0, encloses the

Figure 3. Gabor functions. The top row shows four CDG with frequencies
of 2, 4, 8, and 16 cycles/deg (at a viewing distance of about 28 picture
heights). Each Gabor function has a Gaussian standard deviation of 0.5◦.
The bottom row shows the same frequencies as CCG functions, each with
a bandwidth of 1 octave.

Window of Visibility, the region of all visible spatio-temporal
frequencies [11, 12]. The PoV is shown in Figure 2.

In this report we are concerned primarily with static
spatial patterns, and the data sets we consider were
all collected at fixed adapting luminances. Thus in the
remainder of this paper I will fix temporal frequency at zero,
and define the sum of constant and luminance term as

S0 = c0+ cLL. (2)

In that case the PoV reduces to the simpler expression

S= S0+ cFF . (3)

2.3 Local Contrast Sensitivity
To measure the CSF in a local region of the visual field
it is necessary to use small patches of grating. These are
often produced as the product of a 2D Gaussian window
and a 1D sinusoid (a Gabor function) [13]. The Gabor may
either be a constant size in degrees or a constant number of
sinusoidal cycles. I call these constant-degree Gabors (CDG)
and constant-cycle Gabors (CCG). Examples of CDG and
CCG stimuli are shown in Figure 3.
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Figure 4. CSF measured with constant-degree (Fig. 3A) and
constant-cycle (Fig. 3B) Gabor functions [14–16]. Mean luminance was
30 nits. Each point is the mean of 16 observers; error bars are standard
deviations. The lines are linear fits to the data above 4 cycles/degree.

In general, we would like to use as small a patch as
possible, so that the measurement is as local as possible. But
as a patch becomes smaller, its bandwidth increases. As we
shall see, the rate of change in sensitivity with eccentricity is
proportional to frequency. This means that we need to use a
small patch for high frequencies, and a large patch for low.
Consequently the use of CCG is preferred. CCG also have a
fixed logarithmic frequency bandwidth.

Contrast sensitivity functions measured with CDG and
CCG are shown in Figure 4. These are data taken from the
ModelFest experiment [14–16]. The images in Fig. 3 are
a subset of the stimuli used to collect these data. Because
the CCG targets are in this case always smaller than the
corresponding CDG targets, their sensitivities are lower.
And this disproportion, in both size (Fig. 3) and sensitivity,
increases with spatial frequency.

2.4 Local Pyramid of Visibility
The linear fits in Fig. 4 are estimates of the PoV model to
local contrast sensitivitymeasurements. A linear decline with
frequency, consistent with the PoVmodel, is evident for both
constant size and constant-cycle targets. In Table I, I provide
the estimated PoV parameters for both of these cases. I omit
the value for cW , because for these dataW = 0. Note that, for
the reasons stated in the previous paragraph, and as shown in
Fig. 4, the slope cF is steeper for CCG than for CDG. For the
reasons stated above, in the remainder of this report I will
focus on CCG CSF data.

2.5 Local Scale
The parameters estimated above are for one particular local
region: the visual center, or point of fixation. How might

Table I. PoV parameters for luminance and retinal illuminance and for constant degrees
and constant cycles conditions. Parameters are derived from ModelFest data. Luminance
refers to the luminance of the display, illuminance refers to the retinal illuminance, that
is the product of luminance and area of the pupil.

Illuminance c0 cF cI
CDG 0.915 −0.060 0.500
CCG 0.556 −0.091 0.500

Luminance cL
CDG 1.739 −0.060 0.391
CCG 1.380 −0.091 0.391

the PoV model incorporate changes in position in the visual
field? One simplified theory of the effect of eccentricity on
visual sensitivity is that it changes the spatial scale [17, 18].
In that view, sensitivity to a stimulus should remain constant
at all locations if the stimulus is enlarged by the local scale
at each location [18]. When contrast sensitivity is measured
with CCG targets, that corresponds to a scaling of spatial
frequency by the local scale [18]. That idea is incorporated
into the PoV model as follows

S= S0+ cFε(R)F, (4)

where η(R) is the local scale at eccentricity R and η(0) =
1. Both human acuity and midget retinal ganglion cell
(mRGC) spacing are approximately linear functions of
eccentricity [19–21]. This encourages us to propose a linear
scale function

ε(R)= 1+ cRR. (5)

The parameter cR describes the rate of change of scale with
degrees of eccentricity. It may be appropriate to consider
different values of cR for different meridians, but I simplify
here with a single value.

Substituting Eq. (5) into Eq. (4) we have

S= S0+ cF (1+ cRR)F (6)

which illustrates that the slope with respect to frequency
CF (1 + CRR) will increase linearly with eccentricity, as
shown in Figure 5 for several eccentricities. Note that this is
for the CCG CSF. I use the parameters shown in the bottom
line of Table I.

Equation (6) also shows that in the PoV sensitivity
will decline with eccentricity R with a slope cF cRF . In
Figure 6, using the same parameters as in Fig. 5, I show how
PoV contrast sensitivity varies with eccentricity for several
frequencies.

Finally, we can convert eccentricity R in degrees into
cycles of the underlying frequency, λ= RF . Then sensitivity
versus eccentricity becomes a bilinear function of frequency
and eccentricity in cycles

S= S0+ cFF + cF cRλ (7)
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Figure 5. PoV CCG CSF at several eccentricities.

Figure 6. PoV CCG CS versus R for several spatial frequencies.
Parameters as in Fig. 5.

Figure 7. Sensitivity versus eccentricity in grating cycles λ. Parameters as
in Fig. 5.

which says that sensitivity should decline with λ at a constant
rate cF cR independent of spatial frequency, as shown in
Figure 7.

The PoV model also provides a formula for resolution
(grating acuity) F0: the highest frequency that can be seen, at

a contrast of 1. I set S= 0 and solve for F

F0 =−
S0

cF (1+ cRR)
. (8)

I define the local spatial scale as the inverse of resolution
1/F0. It is useful to note that local spatial scale is a linear
function of eccentricity R,

F−1
0 =−

cF
S0
−

cF cR
S0

R. (9)

I plot PoV local resolution and local spatial scale in Figure 8.

3. FITTING THE FOCSMODEL TODATA
Here I consider existing data on contrast sensitivitymeasured
with CCG stimuli, to evaluate the PoV model, and if valid to
estimate parameters. Measurements of contrast sensitivity as
a function of eccentricity have typically taken one of three
formats. The first (data mode 1) is the measurement of the
full CSF, for a range of frequencies, at several eccentricities,
as in Fig. 5. The second (data mode 2) is the measurement
of sensitivity to single frequencies as the stimulus is placed
at various eccentricities, as in Fig. 6. The first two methods
are essentially different ways of sampling the stimulus space
or arranging the data. The third method (data mode 3)
is the measurement of local resolution—the highest spatial
frequency that can be seen—as a function of eccentricity,
as in Fig. 8. One challenge is to put all three types of
data sets into a common framework, to allow them to be
compared and modeled. The PoV provides that framework.
For consistency, in the cases below, I plot the data in the
format of Fig. 7. For each of the data sets discussed below,
details of methods are provided in the Appendix.

3.1 Robson & Graham (1981)
Robson & Graham [22] measured thresholds for small
patches of grating of several spatial frequencies at a number
of eccentricities up to 21◦ in the inferior and superior
meridians. I have fit their data with the PoV model and the
results are shown in Figure 9. The data generally agree with
the PoV though the fit is not perfect, especially at the highest
spatial frequency. The estimated parameters are shown in
Table II. I include the parameter product cF cR, because as
noted above that is the slope of sensitivity versus cycles of
eccentricity. The value of cF is little affected by meridian, but
the magnitude of cR is greater in superior than in inferior
meridian, as expected.

Table II. PoV parameter estimates from Robson and Graham (1981).

S0 cF cR cF cR
Inf 1.82 −0.0536 0.343 −0.0184
Sup 1.87 −0.0514 0.446 −0.0229
Mean 1.85 −0.0525 0.393 −0.0206
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Figure 8. Local resolution and local spatial scale as a function of eccentricity for the PoV model. Parameters are as in Figure 5.

Figure 9. Fit of PoV to data from Robson and Graham [22]. Left: inferior field, right: superior field.

Figure 10. Fit of PoV to data from Watson (1987).

3.2 Watson (1987)
Watson measured contrast sensitivities for 0.25 to 16
cycles/deg at eccentricities of 0 and 3◦. Considering only
frequencies of 1 cycle/deg and above, the fit of the PoVmodel
is shown in Figure 10, and parameters are in Table III.

3.3 Pointer and Hess (1989)
Pointer and Hess [23] measured sensitivity to CCG stimuli
versus eccentricity (nasal and temporal, up to 40◦) at several
spatial frequencies. Someof their data are shown in Figure 11,

Table III. PoV parameter estimates from Watson (1987).

S0 cF cR cF cR
1.94 −0.0694 0.221 −0.0154

Table IV. PoV parameter estimates from Pointer and Hess (1989).

S0 cF cR cF cR
Nasal 2.17 −0.0828 0.174 −0.0144
Temporal 2.21 −0.0903 0.171 −0.0154
Mean 2.19 −0.0865 0.172 −0.0149

along with the fit of the PoVmodel. The fit is reasonable. The
best fitting parameters are shown in Table IV.

3.4 Arnow & Geisler (1996)
Arnow & Geisler [24] measured CSF at several eccentricities
(0–10◦) for CCG cycle targets. Bandwidth was 0.5 octaves.
Mean luminance was 130 nits, viewed with the right eye
and natural pupil. Target duration was 200 msec. The tested
meridianwas not indicated. Results and fitted PoVmodel are
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Figure 11. Fit of PoV to data from Pointer and Hess [23]. Left: nasal field, right: temporal field.

Figure 12. Fit of PoV to data from Arnow & Geisler (1996). Left: observer JS, right: observer AK.

Table V. PoV parameter estimates from Arnow & Geisler (1996).

S0 cF cR cF cR
JS 1.77 −0.0419 0.352 −0.0148
AK 1.79 −0.0774 0.215 −0.0166
Mean 1.78 −0.0597 0.263 −0.0157

shown in Figure 12. The fits are reasonable. The estimated
parameters are shown in Table V for two observers.

3.5 Foley, Varadharajan, Koh & Farias (2007)
The authors measured contrast sensitivities for a Gabor tar-
get over horizontal eccentricities of±5◦, viewed binocularly
with natural pupils. Since only one spatial frequency was
used, I can only estimate the product cF cR. Data are plotted
in Figure 13, and parameters are given in Table VI.

3.6 Baldwin, Meese & Baker (2012)
Baldwin, Meese & Baker [25] measured contrast sensitivity
for constant-cycle log Gabor patches (similar to Gabors)
from 0.7 to 4 cycles/deg at various eccentricities. Viewing
was binocular with natural pupils. Some data from their
experiment 3 for three observers at 1, 2, and 4 cycle/deg are

Table VI. PoV parameter estimates from Foley et al. (2007).

S0 cF cR
JMF-left 1.84 −0.0229
JMF-right 1.84 −0.0163
KRH-left 1.82 −0.0192
KTH-right 1.80 −0.0183
Mean 1.82 −0.0192

shown in Figure 14, along with the fit of the PoV model.
Note that they report only normalized sensitivities (relative
to R = 0) so the values of S0 should be near to zero. The
parameters are shown in Table VII. The values of cF are
rather large, but the values of cR are consistent with previous
estimates. The product cF cR is much larger than in the other
studies. This suggests a more rapid decline with eccentricity
at small eccentricities.

In their experiments 1 and 2, sensitivity was measured
for 4 cycle/deg for four meridians. Since only one frequency
was used, I cannot estimate cF , but only the product cF cR.
Results are plotted in Figure 15 and the estimates of cF cR are
shown in Table VIII.
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Figure 13. Fit of the PoV to data of Foley et al. (2007).

Figure 14. Fit of PoV to data from experiment 3 of Baldwin, Meese & Baker (2012).

4. SUMMARY
In general, the Field of Contrast Sensitivity model fits
the ensemble of data quite well. Table IX summarizes all
estimated parameters, along with mean values. Note that the
parameter S0 is not averaged as its value will depend on
conditions such as the luminance of the display, the size of
the adapting field, the number of cycles in the stimulus, the
duration of the stimulus, as well as other details of method,
that varied among these several studies.

The reasons for variation among these studies (band-
width, range of eccentricities studied, and range of spatial
frequencies studied) warrant further study.

The mean values over all studies, observers, and
conditions are about cF = −0.079, cR = 0.28. There are
many caveats to bemade about these estimates, but theymay
be adopted as draft values.

5. DISCUSSION
The data analyzed above show that the Field of Contrast
Sensitivity provides a simple comprehensive description of
human spatial sensitivity throughout the visual field. It is of
course an approximation, but one that is reasonably accurate
over a wide range of conditions. It provides a principled

basis for engineering decisions in imaging systems that are
concerned with the complete visual field.

Table VII. PoV parameter estimates from experiment 3 of Baldwin et al. (2012).

S0 cF cR cF cR
ASB 0.02 −0.1050 −0.333 0.0350
DHB 0.15 −0.1340 −0.309 0.0414
SAW −0.05 −0.1360 −0.357 0.0484
Mean 0.04 −0.1250 −0.333 0.0416

Table VIII. PoV parameter estimates from experiments 1 and 2 of Baldwin et al.
(2012).

S0 cF cR
Right 1.45 −0.0382
Up 1.39 −0.0386
Left 1.41 −0.0327
Down 1.39 −0.0375
Mean 1.41 −0.0367
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Figure 15. Fit of the PoV to experiments 1 and 2 of Baldwin et al. (2012).

Figure 16. An image filtered by the Field of Contrast Sensitivity. I also show the original image for comparison.
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Table IX. PoV parameter estimates from several studies.

Study Set S0 cF cR cF cR
Robson Inf 1.82 −0.0536 0.343 −0.0184

Sup 1.87 −0.0514 0.446 −0.0229
Mean 1.85 −0.0525 0.393 −0.0206

Watson Mean 1.94 −0.0694 0.221 −0.0154
Pointer Nasal 2.17 −0.0828 0.174 −0.0144

Temporal 2.21 −0.0903 0.171 −0.0154
Mean 2.19 −0.0865 0.172 −0.0149

Arnow JS 1.77 −0.0419 0.352 −0.0148
AK 1.79 −0.0774 0.215 −0.0166
Mean 1.78 −0.0597 0.263 −0.0157

Foley JMF-left 1.84 −0.0229
JMF-right 1.84 −0.0163
KRH-left 1.82 −0.0192
KTH-right 1.8 −0.0183
Mean 1.82 −0.0192

Baldwin 1&2 Right 1.45 −0.0382
Up 1.39 −0.0386
Left 1.41 −0.0327
Down 1.39 −0.0375
Mean 1.41 −0.0367

Baldwin 3 ASB −0.105 0.333 −0.035
DHB −0.134 0.309 −0.0414
SAW −0.136 0.357 −0.0484
Mean −0.125 0.333 −0.0416

Grand mean −0.079 0.28 −0.023

5.1 Size and duration
In this report, we have been little concerned with the
parameter S0, primarily because it will vary with the size
and duration of the stimulus. These both varied considerably
among the studies considered here. However to generate
predictions for actual sensitivities of actual targets, it is
necessary to fix a value of S0 and to describe how sensitivity
will vary with size and duration. Elsewhere we have argued
that these dimensions may be accommodated by assuming
contrast energy summation, in which case S would increase
with cAA + cTT , where A and T are log area and log
duration, respectively, and cA = cT = 0.5. We know that for
long durations and large spatial extents, summation becomes
much less efficient [22, 26], approximating probability
summation, in which case cA = cT = 0.25. The transition
between these values is a subject for future research.

5.2 Low frequencies
The PoV, and the associated Field of Contrast Sensitivity,
describe contrast sensitivity only at mid to high spatial
frequencies. We have not yet determined precisely at what
low frequency the model ceases to be valid, and this value
is likely to vary with adapting luminance and temporal
frequency. But in the design of displays and imaging systems

it is usually the sensitivities at high spatial frequencies that
are critical.

5.3 Relation to mRGC spacing and aliasing
One proposal for the source of the local scale is that it is based
on the spacing of the mRGCs, which can be approximated as
a linear function of eccentricity [21]. Because the coverage
factor of mRGC is approximately 1 [19], this is equivalent
to a scale based on mRGC sizes. However, estimates of cR
based on mRGC range between 0.44 (temporal visual field)
and 0.92 (superior) [21], considerably higher that the values
estimated here (0.28). Elsewhere, Wilkinson et al. [27] using
monochromatic interference fringes to stimulate the retina
with high-contrast sinusoidal gratings, have shown that
what they call ‘‘veridical perception’’ (ability to discriminate
grating orientation) matches mRGC spacing everywhere in
the retina.

In the fovea, the visual optics prevents aliasing that
might occur for frequencies above the sampling limit of the
mRGC. However in peripheral vision, where the sampling
is much coarser, aliasing can occur [28]. Aliasing will make
orientation judgements difficult or impossible, but may not
inhibit detection. Thus it seems likely that our estimates,
based on detection thresholds, reflect some amount of
aliasing. This in turn may explain why the mean estimate of
cR I obtain (0.28) is lower than the mRGC vales.

5.4 Temporal Sensitivity
Our original description of the PoV included both spatial
and temporal sensitivity; in this report I discuss only spatial
sensitivity. The manner in which temporal sensitivity varies
from fixation to periphery is also of great interest, and a topic
that has attracted considerable research [29–31]. In a future
report I hope to address whether and how those variations
can be incorporated into the Field of Contrast Sensitivity.

5.5 Field of Contrast Sensitivity as a Space-Variant Filter
The PoV asserts that the log of contrast sensitivity declines
linearly with spatial frequency with some slope (Eq. (4)).
The Field of Contrast Sensitivity extends the pyramid to the
periphery by asserting that the slope itself grows linearly
with eccentricity (Eq. (6)). A linear decline of log sensitivity
corresponds to an exponential decline of linear sensitivity.
If we assume that the local two-dimensional CSF is radially
symmetric (declines at an equal rate at all orientations, that
is, no oblique effect), then the normalized two-dimensional
CSF can be represented by a one-dimensional exponential
function of radial frequency f,

s(f )= ekf , (10)

where
k= cF (1+ cRR). (11)

The corresponding radially symmetric impulse response
is given by the Hankel Transform of the exponential, which
is the Lorentzian function

h(r)=
−k

(k2+ 4π2r2)3/2
. (12)
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We can implement this as a two-dimensional filter,
and apply it in a space-variant manner [32, 33]. In effect
the impulse response enlarges linearly with eccentricity
according to Eq. (5). An example is shown in Figure 16. Here
we have used the default values of cF =−0.079, cR = 0.28.
We assume an image resolution of 32 pixels/degree, in which
case the image subtends 90 by 28◦. Vision in the periphery
is limited by more than blur, as noted above, but this image
illustrates the loss of resolution and contrast imposed by the
Field of Contrast Sensitivity.

6. CONCLUSION
Vision is made possible by variations over space and time
in the luminance of the retinal image. Consequently human
sensitivity to those variations is a fundamental topic in
vision science. Equally important is the manner in which
that sensitivity varies with adapting luminance, and with
position in the visual field. In previous work we showed
how visibility as a function of contrast, spatial frequency,
temporal frequency, and luminance could be described by
the PoV model. In this report we have extended the PoV
model into the periphery, by assuming a linear change in local
scale with eccentricity. Now with one linear equation we are
able to encompass over a century of research. And while the
PoV and the Field of Contrast sensitivity are approximations,
with acknowledged omissions, they nonetheless provide a
powerful description of the bounds on the universe of visible
signals.

APPENDIX
The following are some methodological details for the six
studies analyzed in this report. Unless stated otherwise, the
stimulus was a CCG, viewing was binocular, and time course
was Gaussian. Detection thresholds were measured with a
2IFC QUEST staircase [34]. Additional details are provided
in Table A1.

Additional Notes
Robson & Graham [22]: The stimulus was not exactly a
Gabor; the aperture was a square with raised cosine flanks,
but included at least 3 cycles. Frequency was varied by
varying viewing distance.

Pointer and Hess (1989): The time course included a
cosine modulation at 1 Hz, but with a time Gaussian with
standard deviation of 177ms this is effectively just a narrower
Gaussian.

Arnow & Geisler [24]: CCG were in sine phase with
respect to the Gaussian envelope. Subjects viewed the display
with the right eye and natural pupil. Eccentricity was varied
by moving the display with respect to the fixation point, and
spatial frequency was varied by a combination of viewing
distance and software.

Foley, Varadharajan, Koh & Farias [35] : All data were
collected at 4 cycles/deg CCG was in sine phase. Duration
was either 90 or 240 ms for two observers.
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