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Abstract 

This paper proposes a new color image representation and 

multiple feature fusion based method for improving color face 

recognition performance under different lighting conditions. First, 

a new image color image representation has been derived.  

Second, a quaternion gradient has been given to enhance and 

extract the faces/object’s edges, contours, and texture. Also, we  

propose a novel feature representation based on Quaternion 

Gradient-based LBP tool for color face recognition.  Finally, we 

present a concept of combining the color facial recognition system, 

which is based on the local quaternion gradients based binary 

patterns LBP Image Representation, and a new color-to-gray new 

mapping. The presented concept can be used for surveillance, 

security systems, computer animation, face tagging, human–

computer interface, biometric identification, behavioral analysis, 

content-based image and video indexing applications. 

Introduction  
     The goal of face recognition (face verification and face identification) is 
to identify/verify automatically a person from a digital image or a video 

sequence in not controlled: environments (background, lighting conditions, 

camera distance, and thus the size and orientation of the head), image age 

or a video sequence age, camera use (light intensity, focal length, color 

balance, etc.) and gallery/database size. It should be noted that a face 
verification involves a one-to-one match that compares a query face image 

against a template face image whose identity is being claimed, and face 

identification involves one-to-many matches that compares a query face 
image against all the template images in the database, to determine the 

identity of the query face [1]-[9].  

     Face recognition (FR) has attracted a lot of attention recently due to a) 
the huge number of applications both in the commercial and government 

sectors, such as surveillance, security systems, computer animation, face 

tagging, human–computer interface, biometric identification, behavioral 
analysis, content-based image and video indexing; b) big advantages over 

other biometric knowhow: easy to use, nonintrusive, and it is a natural 

process (because human can do it without much conscious).   
     Recently, several face recognition systems have been developed 

including LBP method which is one of the most powerful, simplest, and 

commonly used method [3],[45]-[48].  Other reasons for using this method 
are a) it  tolerances regarding monotonic illumination changes; b) it  has 

ability of describe local image structures; c) it is computationally not 

expensive; d) it already has many successful face related applications, such 
as face detection, face recognition, facial expression analysis, demographic 

(gender, race, age, etc.) classification in recent years [42], several LBP’s 

C/C++ and MATLAB implementations of the can be found online, and 
finally it used for many different image analysis tasks, such as object image 

analysis, biomedical image analysis, aerial image analysis, motion analysis, 

and image and video retrieval. However, a) it cannot capture small     
neighborhood dominant features with large scale structures; b) it is 
sensitive to a severe illumination (typically during non-monotonic lighting 

variations) changes; c) it is sensitive to blurred/noisy images; and d) it 

dependents on datasets.  Even with big progress in LBP face recognition 
and several other methods, the accurate face recognition performance is not 

satisfactory in the presence of illumination changes and occlusions. The 

brief surveys on LBP based face analysis with several recent variations are 

given [51]-[53]. 

     As well, most of face recognition algorithms have been developed for 
grayscale images but relatively less explored for color cases. The same 

time, the color information has been proven to be useful in many imaging 

applications, including the object detection, segmentation, classification 
and recognition, image retrieval and indexing. Also, color images may be 

being additional biometric information for face recognition. A few attempts 

are made to represent color face images in different color spaces, such as 
YUV, RGB, HSV, YCbCr, YIQ, L*a*b color spaces, or recently developed 

hybrid color RIQ, RCrQ, RQCr, and CID spaces. It is natural to ask how to 

combine color and texture features to improve a FR system performance. 
    The goal of our paper is to propose to gain robust color facial 

descriptions which reduce the sensitivity of illumination changes, by using 

a new color image representation and quaternion gradients (used to extract 
the edges, contours, and texture of faces/objects). In this paper, we propose 

a novel feature representation based on quaternion gradient-based LBP 

concept for color face recognition. The rest of the paper is organized as 
follows. Section 2 presents a novel image representation scheme, while 

Section 3 introduces the color visibility images. Section 4 proposes a 

quaternion image gradient concept, and Section 5 presents a new 
representation of color facial images. Finally, Section 6 contains our 

conclusions and directions for future research. 

      
Diagram of Facial Image Representation 

      In this section we briefly describe the grayscale facial image 

representation, or description, which is based on the local binary patterns 
(LBP) over the whole facial image [3,5]. We describe this representation in 

terms of simple gradient operators with following composition of the 8-bit 

LBP image and its histogram, which can be used as the feature in 
classification of facial images. The main parts of representation of the 

grayscale facial image      of size     are shown in the block-diagram 

of Fig. 1. 

 

 
Figure 1. The block-diagram of the facial image representation. 

 
    The algorithm of facial image processing can be described by the 
following steps. 

    Stage 1. The visibility image is calculated, 

 

                                     
 

Such an image      can be, for instance, the EME visibility image     , 

which is defined below in Eq. (7). The image      can also be the image 
obtained by applying one of the gradient operators. 

     Stage 2. The 2-D Gaussian function is circular convoluted with the 

visibility image. 
 

                       
 

where the 2-D Gaussian function 
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is considered with the mean       and variance         The factor   is 

calculated by 
  

        

  

     

  

     

        
     

    
  

  

     

  

     

 

 

The kernel of the Gaussian function is of size                .  
     Stage 3. A complex gradient image composition is calculated. In the 

   -square window W, we consider the following simple set of eight 
gradient operators: 

 

    
    

   

   

       
    
   

   

       
    
   

   

    

 

    
   
    

   

       
   
   

    

       
   
   

    

             

 

    
   
   

    

       
   

    

   

    

 

      The center of the masks is in the original point (0,0) and it is 
underlined. The order of these gradient operators is shown in Fig. 2. 

 

 
 

Figure 2. The coordinates and the order of 8 neighbor sampling points. 
 

These eight neighbor points are called the sampling points (SP), 

 

                                                            
 

The set of sampling points can also be considered in the following order: 

 

                                                              
    These gradient operators are applied on the facial image      and eight 

binary images are calculated by 
 

                                                          

 

     Here,      is the Heaviside function that is defined as       , if    , 

and       , otherwise. Then, the new image, which is called the local 

binary pattern (LBP) image, is calculated by [46,47]  
 

                                                              

 

     The LBP image can also be written in the standard form 

                                 

 

   

                              

 

     Here,             are the sampling points, which are ordered as shown 
in the sampling points SP. The LBP image has the range of 256 integer 

levels  , from 0 to 255. The histogram of this image,      is considered to 

be the feature of the facial image     , which can be used in face 

classification. 

     As an example, Fig. 3 shows the facial image of size 114 × 94 in part 
(a), the EME visibility image in part (b), and the visibility image filtered by 

the 2-D Gaussian function in part (c).  

 

 
 
Figure 3. (a) The image and (b) the EME visibility image. (c) The EME 

visibility image filtered by the 2-D Gaussian function. 
 

Figure 4 shows the LBP image      in part (a) and the histogram of the 

image in part (b).  

  

 
 

Figure 4. (a) The LBP image and (b) the histogram of the image. 

 
     The set of gradients described above are defined by the 3×3 window 

with the center in the middle. Other gradient operators also can be 
considered with 3×3 window, as well as with the 5×5 and 7×7 windows, 

when constructing LBP images with large number of levels. 

     The histogram of this image has 256 or binary patterns and to reduce the 
number of binary patterns, the LBP image can be modified, by using a 

special mapping that is called an uniform LBP look up table (T) and shown 

below  
 

 
 

     The total number of uniform patterns is 58 and they are labeled from 0 

to 57. The label 58 is assigned for all other, non-uniform patterns. By using 
this table after each gradient image calculation, the new image is calculated 

as follows: 
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     The last image         has the range of 59 integer levels s, from 0 to 58. 

The histogram of this image is considered to be the feature of the facial 

image     , which is used in face classification. Thus, 256 integer levels in 

the original LBP image are reduced to 59 levels in the uniform LBP 
(ULBP) image. 

     As an example, Fig. 5 shows the first image         in part (a) and this 

image after using the mapping by the ULBP table in part (b). The 

normalized histogram of the uniform LBP image is given in part (c). 

 

 
 
Figure 5. (a) The image         before the mapping, (b) the uniform LBP 

image, and (c) the histogram of the image. 

 

Color Visibility Images 

     The concepts of visibility images can be applied component-wise for 

color images. We consider the visibility images that are related to the 
enhancement measure EME [13]-[15], which calculates the average range 

of intensity of the image in the logarithm scale and the enhancement of the 

image      is estimated in small not overlapping blocks or windows      of 

small size. This quantitative measure of the enhanced image,          , 

is defined by 

       
 

    

       
       

      

       
      

 

  

   

  

   

                                    

     Here,      is the numbers of windows dividing the image, and 

          and           respectively are the maximum and minimum of 

     inside the window     .        is called a measure of enhancement 

of the image  . The value of        is called the enhancement measure 

of the original image  . 

     The EME related visibility image at the pixel       can be defined as 
follows [43]: 

           
          

          
       

 
                               

 

where   is a parameter. If             , the value         is 

considered to be zero. Also, we can add a small number      in the 

denominator in this ratio. 
     Now, we consider the EME measure and the color image in the RGB 

model, when image is composed by red, green, and blue components, 

                     . The EME visibility color image (EVCI) is 

defined by the operator  
 

                                                                   

 

where the color components of this image are calculated by Eq. 7.  

     The image         is called the EME visibility image of     , 

  

           
          

          
       

 
                                 

 

As an example, we consider the color “flowers” image that is shown in Fig. 

5 in part (a). The color image composed by the EME visibility images of 

three color components, calculated with  =1, is shown in part (b) and the 
grayscale component of this image in part (c).  

 

 
                  (a)                                    (b)                                          (c)  

 
Figure 5. (a) The color “flowers” image, (b) the MEVCI, and (c) grayscale 

image of the MEVCI. 

 
    The visibility images can also be calculated by gradient operators, for 

instance as 

            
                

       

                                  

 

Here,      stands for one of the color components of the image, and    is a 

small constant, as 0,001, to avoid zeros in the denominator.     
    The Michelson visibility images are calculated by using the ratios of 

difference of the local maximum and minimum to their sum at each pixel.  

The visibility image is defined as [43] 
 

          
                       

                      
                             

 

where   is a constant.  
     Figure 6 shows the color “peppers” image in part (a), and the color 

image composed by the Michelson visibility images (MVI) of three color 
components in part (b). The grayscale component of the MVCI is shown in 

part (c). 
 

 
                  (a)                                 (b)                                       (c)  
 

Figure 6. (a) The color ''pepper" image, (b) the MVCI, and (c) grayscale image 

of the MVCI. 
 

Quaternion Image Gradients 
     The quaternions [31] as doubled complex numbers can be effectively 

used in processing color image in spatial and complex domains [32]. The 
three-component imaginary part of the quaternion allows for processing the 

color as one unit and leads to new approach in image processing, including 

the enhancement and filtration [33]-[36].    

     When processing color images, the gradient operators can be defined for 

color images by operating separately each color component, as well as by 

introducing new gradient operators in quaternion space wherein color 
images can be transformed. We describe a few examples of the gradient 

operators in quaternion imaging. In the RGB model, the     color 

image                       can be represented in the quaternion space 

as 

 

                                                            

 

Here,  ,  , and   are pure quaternion units, and the real part of the 
quaternion image is the grayscale image  
 

                    )/3, 
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or we can consider         
     We consider the windowed convolution of this image with a quaternion 
mask 
  

                                        ), 
 

 
with the right-side multiplication as 

 

                 
      

  

    

  

     

 

 

where                 are size of the mask.  

     The            case corresponds to the traditional component-wise 

color image processing by the real mask by the same real mask   . If this 
mask relates to a gradient operator, we obtain the component-wise edge 
detection in color imaging. It is clear that not all edges can be found by 

processing separately the color components by a single gradient.  

     We consider the cases of most interest, when the kernel is quaternion 
with the equal components. Thus, let the convolution mask is the 

quaternion gradient of form 

 

                                                             

 

and real mask    is defined as for the gradient operator    or    in the   

and   directions, respectively. Thus, we consider two quaternion gradients 
 

                 
and 

                  
 

     For example, we consider the     Sobel gradients with masks 
 
 

   
 

 
 
    
    
    

          
 

 
 

   
   

      
   

 
     The quaternion operators defined with such masks are called the 

quaternion Sobel gradients [43]. Figure 7 shows the imaginary part of the 

quaternion   -Sobel gradient as a color image is shown in part (a) and the 
real part of the gradient in part (b).  

 

 
                                     (a)                                 (b)  

Figure 7. (a) The imaginary part and (b) the real part of the quaternion   -
Sobel gradient image. 

 
      Figure 8 shows the imaginary part of the quaternion   -Sobel gradient 

as a color image is shown in part (a) and the real part of the gradient in (b). 

 

 
                 (a)                                    (b)                                    (c)  
Figure 8. (a) The imaginary part and (b) the real part of the quaternion   -
Sobel gradient image. (c) The magnitude of the quaternion Sobel gradient 

image. 

 
      Figure 8(c) shows the magnitude of the real part of the quaternion 

Sobel gradient of the "pepper" image, which is calculated as 

 

                                 

 

     The quaternion gradient operators defined with different components 

            can also be considered, when processing the color 

images in quaternion space. Such gradients can be defined similar to the 

Prewitt compass quaternion gradient and the Robinson 5-level compass 
quaternion gradient [43]. 

 

Representation of Color Facial Images 
     The facial color image recognition can be accomplished by analyzing 

color components separately, or by using the grayscale image calculated as 
the average of colors in the RGB model [9]. We consider a representation 

of the color facial image, to obtain a set of features that can be used in face 

classification, when the color image is transformed into the quaternion 

space. The color image can be presented as a full quaternion image or as a 

pure quaternion image, and then can be processed by the quaternion 

gradient operations, or a visibility image can be calculated. The real 
component of the obtained quaternion image can be used as a grayscale 

image for color facial image presentation. 

     The main parts of processing the color facial image      of size     

are shown in the block-diagram of Fig. 9. The color image is considered in 
the RGB model.  

 

 
 

Figure 9. The block-diagram of color facial image processing. 

 
     The processing of color images in the XYZ, CMY, CMYK, and other 
color models is described similar to the RGB model case. The algorithm of 

the facial image processing can be described by the following steps. 

     To obtain binary images, the 3×3-square window   is considered with 

the eight gradient operators              that are given in Eq. 1. The 
uniform LBP table is used to compose the new image by applying the 
uniform LBP table after each gradient image calculation to obtain the 

images        ,        , ...,        , and        , as described in Eq. 5. 

The histogram of the uniform LBP image, is considered to be the feature of 

the color facial image, which is used in face classification.  

    As an example, Fig. 10 shows the color facial image of size 230×266 in 

part (a). The quaternion gradient image         calculated by using the 

quaternion gradient in Eq. 13 is shown in part (b), and after filtering by the 

2-D Gaussian function with the standard deviation of 0.5 in part (c). 

 

 
 
Figure 10. (a) The original image and the quaternion gradient image (b) 

before and (c) after filtering by the 2-D Gaussian function.  

 
     Figure 11 shows the LBP image in part (a) together with its histogram in 

part (b).  
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Figure 11. (a) The LBP image and (b) the histogram of this image. 

 
     The results of further facial image processing are shown in Fig. 12. The 

image         before and after using the mapping by the uniform LBP 

table is shown in parts (a) and (b), respectively. The normalized histogram 

of the uniform LBP image is given in part (c). 
 

 
 

Figure 12. (a) The last binary image         before the mapping, (b) the 

uniform LBP image, and (c) the histogram of the image. 

 
     We also consider the image from the database designed by Dr. Libor 

Spacek by address:  http://cswww.essex.ac.uk/mv/allfaces/faces94.html. 

Figure 13 shows the 202×182 color facial image “klclar.15.jpg” in part (a). 

The quaternion gradient image         in part (b) and part (c), after 

filtering by the 2-D Gaussian function with the standard deviation of 0.5. 

 

 
Figure 13. (a) The image and the quaternion Sobel gradient image (b) before 

and (c) after filtering by the 2-D Gaussian function.  

 
Figure 14 shows the results of further facial image processing. The image 

        before and after using the mapping by the uniform LBP table is 

shown in parts (a) and (b), respectively. The normalized histogram of the 

uniform LBP image is given in part (c). 

 

 
 

Figure 14. (a) The last binary image         before the mapping, (b) the 

uniform LBP image, and (c) the histogram of the image. 

 
     We also consider the results of the facial; image processing with the 

quaternion gradient when     Prewitt gradients are used with the masks 
 
 

   
 

 
 
    
     
    

          
 

 
 

   
    

      
   

 
Figure 15 shows the same facial image “klclar.15.jpg” in part (a). The 

quaternion gradient image         calculated by using the quaternion 

Prewitt gradient in part (b) and part (c) after filtering by the 2-D Gaussian 

function with the standard deviation of 0.5. 

 

 
 

Figure 15. (a) The image and the quaternion Prewitt gradient image (b) before 

and (c) after filtering by the 2-D Gaussian function.  
 
     The image         before and after using the mapping by the uniform 

LBP table is shown in Fig. 16 part (a) and (b), respectively. The normalized 

histogram of the uniform LBP image is given in part (c). 
 

 
 

Figure 16. (a) The last binary image         before the mapping, (b) the 

uniform LBP image, and (c) the histogram of the image. 
 

Summary 
    A novel face recognition approach is proposed, by using multiple 

feature fusion across color, spatial and frequency domains. The proposed 

approach is useful and applicable not only for face recognition, but also for 
object recognition. We are planning to evaluate the presented face 

recognition concept, by using the color FERET database: http://www.face-

rec.org/databases/. 
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