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Abstract
In this paper, we propose a method for automatically es-

timating three typical human-impression factors, hard-soft ,
flashy-sober , and stable-unstable which are obtained from
objects by analyzing their three-dimensional shapes. By realizing
this method, a designer’s will in directly shaping an object can be
reflected during the design process. Here, the focus is highly cor-
relating human impressions to the three-dimensional shape rep-
resentation of objects. Previous work includes a method for es-
timating human impressions by using specially designed features
and linear classifiers. However, it can be used for only the hard-
soft impression factor because the feature has been optimized for
this impression. The performance of this method is relatively low,
and its processing time is low. In addition to, there is a serious
problem in which this method can be used for only a particular
impression factor. The purpose of this research is to propose a
new method that can apply to all three typical impression fac-
tors mentioned above. First, we use a single RGB image that was
acquired from a specific view direction instead of general three-
dimensional mesh data from the range finder. This enables a very
simple system consisting of a single camera. Second, we use a
deep neural network as a nonlinear classifier. For our experiment,
a lot of learning sample images with numerical human-impression
factors were used. As for annotating correct impression factors as
ground-truths, we utilized the SD (semantic differential) method,
which is very popular in the field of psychological statistics. We
have shown that the success rate of the proposed method is 83%
for hard-soft , 78% for flashy-sober , and 80% for stable-
unstable when using test images that are not included in the
learning data.

Introduction
Recently, various kind of three-dimensional printers have

been developed and they became cheaper than before[1]. Ac-
cordingly, we can use them very easily not only in a factory
but also in our home[2]. Furthermore, useful database of three-
dimensional models has been prepared and everyone can uti-
lize it via Internet[3]. It is expected that personal fabrica-
tion(production using three-dimensional printers, etc., by indi-
viduals) will change traditional way of manufacturing such as
mass production (at factories). In order to realize personal fab-
rication , skillful modeling techniques using CAD systems are
required to make three-dimensional objects that you like[4, 5].
However, not everyone has skillful modeling techniques. There-
fore, we propose a method for using impression factors to support
complex three-dimensional modeling[6]. An example of manu-
facturing based on impressions for realizing personal fabrication
using 3D printers is shown in figure 1.

Figure 1. An example of manufacturing based on impressions for realizing
personal fabrication using 3D printers

In order to design an shape of models based on impressions,
we need to associate impressions and shape of three-dimensional
models. Originally, it seems that the impression factors of a per-
son with respect to an object are determined comprehensively ac-
cording to shape, color, material, etc. In this research, we assume
that the most dominant factor in determining impression factors
is shape. Based on the previous method[7], we focus on the most
relevant impression factors to the objects: hard-soft , flashy-
sober , and stable-unstable . Taguchi et al[8]. calculates rela-
tionship between feature and impressions by multiple regression
analysis. However, it can be used for only the hard-soft im-
pression factor because the feature has been optimized for a spe-
cific impression. It is difficult that designing which feature and
classifiers optimized for various impression. In this research, we
propose a method to estimate automatically impressions of hard-
soft , flashy-sober , stable-unstable using Deep Neural
Network(DNN) to only shape of a three-dimensional model.

Recently, there are roughly Convolutional Network Network
CNN of two types in the field of object classification. One of
CNN is the multi view architectures while another is the volumet-
ric architectures. Charles et al[9]. analyzed challenges of object
classification on three-dimensional data by using CNNs of two
types. As a result, it is proved that multi view CNN architecture is
more accurate than volumetric CNN architecture in object recog-
nition. In addition, a person can only recognize an object from
a certain viewpoint one by one. Therefore, we use a multi view
CNN architecture to estimate impression factors in this method.

The remainder of this paper is organized as follows. Re-
lated works are described in Section 2. Quantification of impres-
sion factor to the objects is described in Section 3. The proposed
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method to estimate impression factor is presented in Section 4.
Experimental results and analysis are provided in Section 5. Fi-
nally, the conclusion and discussion are given in Section 6.

Related Work
Shape Descriptors to Estimate Impression Factor

In order to design an shape of models on the basis of impres-
sion factors, we need to associate impression factors and shape of
three-dimensional models. Taguchi el al[8]. focused on the dis-
tribution of local curvature as a feature. Comparing the overall
roundness of hard impression of objects and soft one ,
we found that they are clearly different. Figure 2 shows the shape
descriptors to estimate impression factor.

Figure 2. Example of feature focusing on the overall curvature of the three-
dimensional point cloud

However, it can be used for only the hard-soft impres-
sion factor because the feature has been optimized for a specific
impression. In addition, human labor is increased because the
time which required for visual analysis and the trial number is in-
creased in proportion to the number of objects. Therefore, it is
difficult that designing which feature and classifiers optimized for
various impression.

Convolutional Neural Networks
Convolutional Neural Networks (CNNs) are one of the ma-

chine learning architecture. This architecture demonstrates per-
formance by learning a lot of RGB images. It is mainly used in
the field of computer vision. In the recent, it is applied not only
to object detection, scene recognition, but also to text and im-
age generation, material recognition and various fields[9-17].In
addition, they become obvious that they are able to learn better
performance than handcraft feature in the tasks of computer vi-
sion. Therefore, we speculate that applications to estimation of
impression factors are expected.

CNN on 3D Data
In the recent, new CNNs architecture to process three-

dimensional data is proposed. They are roughly divided into
two categories. Figure 3 shows the approach of voxel CNN and
MVCNN. One is a method using three-dimensional voxel grid,
and the other is a method using multi-view images.

Wu et al[10]. propose 3DShapeNets to represent a geomet-
ric three-dimensional shape as a probability distribution of binary
variables on a three-dimensional voxel grid (voxel CNN).

On the other hand, Su et al[11]. proposed CNN archi-
tecture to estimate three-dimensional representation by using 2-
dimensional images of multiple rendered views (MVCNN). This

approach is a CNN that can collaborate on all rendered views.

Figure 3. Example of Convolutional Network Networks CNNs of two
types on three-dimensional data : (a) using 3D voxel grid like 3DShapeNets,
(b) using 2-dimensional images of multiple rendered views

Charles et al[9]. analyzed challenges of object classifica-
tion on three-dimensional data by using CNNs of two types. As
a result, it is proved that multi view CNN architecture is more
accurate than volumetric CNN architecture in object classifica-
tion. In addition, a person can only recognize an object from
a certain viewpoint one by one. In order to perceive the three-
dimensional shapes, people confirm the object from plurality of
viewpoints. Therefore, we assume that MVCNN is more appro-
priate than voxel CNN to estimate the impression factors.

Quantification of Impression Factor
In order to realize intuitive manipulation of three-

dimensional shapes by an impression, the relation between im-
pression factors and three-dimensional shape need to be clari-
fied. In order to quantify sensitive bipolar adjectives (impres-
sion factor), Tobitani et al [7]. defined the rating scale for three-
dimensional shapes by using semantic differential method. The
average value of 10 people was calculated in the SD method per
one of the 18 bipolar adjectives. The 18 bipolar adjectives for this
experiment is shown in table 1.

Various bipolar adjectives(Impression factors)
bipolar adjectives(Impression factors)

ordered chaotic connected disconnected
stable unstable dynamic static
active passive healthy unhealthy
excitable calm relaxed tense
soft hard smooth rough
distinct vague weak strong
blunt sharp intense mild
delicate rugged cheerful cheerless
flashy sober heavy light

That time, the conditions such as background, material and
lighting are kept constant and range of impression factor is -3.0 to
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3.0. They were analyzed by a principal factor analysis PFA and
varimax rotation. It has been suggested that impression factors to
three-dimensional shapes are represented by three bipolar adjec-
tives about hard-soft , flashy-sober , stable-unstable .
Therefore, we focus on the most relevant impression factors to
the three-dimensional shapes: hard-soft , flashy-sober , and
stable-unstable .

In addition, experimental datasets are three-dimensional ob-
jects of cosmetic bottle that professional designers produced.
When they produced the three-dimensional shapes, three bipolar
adjectives ( stable-unstable , flashy-sober , soft-hard )
were presented as guidelines for designing shapes. Example of
three-dimensional shapes of cosmetic representing three bipolar
adjectives is shown figure 4.

Figure 4. Example of three-dimensional shapes of cosmetic bottle repre-
senting three bipolar adjectives(impression factors)

A total of 90 three-dimensional objects granted impression
factor were produced by them.

Method to Estimate Impression Factor
This paper focuses on a method to estimate the impression

factors on three-dimensional models. We propose a network that
estimates impression factors using MVCNN. The flow of method
is shown in Figure 5.

This method is the Impression factor module, the learning
module, and the estimation module. This method is assumed to
have supervised learning, it is necessary to correspond the three-
dimensional models and ground-truth (Impression factors).

In the Impression factor module, at first, we set the impres-
sion factors for each object as a ground-truth by using the SD
method. Incidentally, these are based on the contents which de-
scribed in Section 3.

In the learning module, the multiple images taken from
multiple viewpoints are used. They represent three-dimensional
shapes by using multiple views of three-dimensional objects
which was generated by rendering. The virtual viewpoints of plu-
rality are installed around the three-dimensional objects. In this
study, we create 20 rendered views (multiple images) by placing
20 virtual cameras around the three-dimensional objects. There-
fore, the input data are RGB images taken from 20 viewpoints.
Here, an area in which the three-dimensional model does not ex-
ist is defined as a background and supplemented with a numer-
ical value. In addition, online databases of three-dimensional
models normally are stored as polygon meshes which are col-
lections of points. Since the proposed method does not need a
three-dimensional point cloud, acquisition of data is easy. Figure

6 shows an example of a virtual viewpoints set around a three-
dimensional object.

Figure 6. Virtual viewpoints(vertex of regular dodecahedron) set around a
three-dimensional object and its rendering image

In this method, a multi-view image is generated by placing
20 virtual cameras at 20 vertices of a dodecahedron surround-
ing a shape. The color image to be input to the DNN was pho-
tographed from the specific viewpoint in the direction of the cen-
ter of gravity of the object with respect to each three-dimensional
object in which the impression was set. As a result, multiple
two-dimensional images descriptors are obtained for one three-
dimensional shape per view, so some form of integration is re-
quired for recognition tasks. We treat the photographed image as
the same impression as the impression-set three-dimensional ob-
ject, and estimate the impression on the object shape by learning
with DNN. These integration and network configuration uses the
method of Su et al[11].

In the estimation module, a feeling impression is esti-
mated by using a multi-viewpoint image generated from a three-
dimensional model in the network generated by the learning mod-
ule. The process of generating an image is the same as that of the
learning module.

Exprements
Dataset of the Experiment

The object used for this experiment is shown in Figure 7.
This dataset consists of the objects which is shown in Section

2. Therefore, each object has impression factor hard-soft ,
flashy-sober , stable-unstable in advance. This dataset

consists of a total of 90 the objects. Incidentally, these objects are
motifs of cosmetic bottles. We consider that their objects using in
this study is appropriate because bottles are that user carry always
and each user have different preferences to shape.

The Result of Experiments
At first, multi-viewpoint image was taken from the vertex

(virtual viewpoint) of the regular dodecahedron toward the cen-
ter of gravity of each object. In other words, 20 images taken
from different viewpoints for each object are generated. The taken
multi-viewpoint image was classified into learning data and test
data for each object. The learning data consists of 50 objects and
test data consists of 40 objects.

As an experiment, each impression factor was estimated
by three methods using these data. We compared multi-view
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Figure 5. Proposed method’s flow to estimate impression factors: (a) In impression factor module, correspondence the three-dimensional models and ground-
truth (Impression factors) by human (b) In learning module, Learning of impression factors and multiple images (c) In estimation module, estimation of impression
factors on unlearned data

CNN and Taguchi[8], VGGNet[12] for estimating impression fac-
tor.The method of Taguchi[8] estimates by designing heuristic
feature to each impression factor and using multiple regression
analysis.

Figure 8. Success rate of each impression factor by using each method

Success rate of each impression factor by using each method
Impression factors

Method hard-
soft[%]

flashy-
sober[%]

stable-
unstable[%]

Feature[8] 73 73 60
VGGnet[12] 70 70 55
Proposed
Method

83 78 80

VGGNet[12] is one of the CNNs. In this experiment, VGGNet
learn and classify one by one of the multi-view images for es-
timating each impression factor. In this experiment, the success
rate shows the coincidence rate between the results of learning
the deep neural network using the training data with the ground
truth and outputting the impression factors to an unknown object
in two stages and the ground truth. Table 2 and figure 8 shows the
success rate of each impression factor by using each method.

As shown in Table 2 and Figure 8, the success rate of each
impression factor by using our method is confirmed that hard-
soft is 83%, flashy-sober is 78% and stable-unstable
is 80% in test data. The success rate of multi-view CNN method
was about 80%. It improved about 12% and better than proposed
method, single-view CNN method. Thereby, we confirmed use-
fulness of using multi-view images to estimate impression factors.
In addition, the estimating success rate of each impression factor
by using our method is confirmed that hard-soft is 98%, flashy
-sober is 98% and stable-unstable is 98% in learning data.

Conclusion
We proposed a method for automatically estimating three

typical human-impression factors, hard-soft, flashy-sober,
and stable-unstable, which are obtained from objects by ana-
lyzing their shapes of three-dimensional models. In results of the
experiment, we confirmed that success rate of impression factors
is hard-soft is 83%, flashy-sober, is 78%, and stable-
unstable is 80% by using multi-view CNN method. The suc-
cess rate of multi-view CNN method was about 80%. It improved
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Figure 7. Experimental datasets of three-dimensional models of cosmetic bottle that professional designers produced

about 12% and better than proposed method, single-view CNN
method.

In the future work, we are going to analysis associate the ap-
pearances of three-dimensional models from view points and im-
pression factors. Thereby, we will believe that their clarification
is the trigger to reflect impression factors during the design pro-
cess. In addition, we are going to create many three-dimensional
models which granted impression factors.

Novelty
The novelty of this paper was to associate representative im-

pression factors such as hard-soft , flashy-sober , and stable-
unstable for an object with the three-dimensional object shape.
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