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Abstract 
Digital imaging sensors “Hot Pixels” defects accumulate 

as the camera ages over time at a rate that is highly dependent 
on pixel size. Previously we developed an empirical formula that 
projects hot pixel defect growth rates in terms of defect density 
(defects/year/mm2). We found that hot pixel densities grow via a 
power law, with the inverse of the pixel size raised to the power 
of ~3, and almost the square root of the ISO (gain). This paper 
experimentally explores these defect rates as pixels approach 
the 2 to 1 micron size. We developed techniques for observing 
hot pixels both in regular DSLRs (7.5-4um pixels) and in cell 
phones (1.3um). Cell phones imagers have the smallest pixels, 
but require careful measurement to detect. First statistical 
analysis distinguishes potential defects from the nearby noise in 
a 5x5 pixel area around each pixel.  Then linear regression fits 
the hot pixel equation to a sequence of dark field exposures from 
short (0.008 sec) to long (2 sec) and accepts only those with 
high statistical significance. This greatly improved the power 
law fit for the 2-1 micron pixels. 

Keywords- imager defect detection, hot pixel development, APS 
defects rates, active pixel sensor APS, 7-1 micron pixels 

INTRODUCTION  
Digital imaging sensors (cameras) like all integrated circuit 

devices, continuously develop defects over time. However, 
rather than the normal fabrication related degradation of other 
microelectronic devices, most in-field defects in digital sensors 
begin appearing soon after fabrication, are permanent in nature 
and their number increases continuously over the lifetime of the 
sensor.  Yet imagers have the advantage in that the appearance 
of a defect, say a hot pixel, causes degradation in the circuit 
capability (image quality) rather than rendering the circuit 
useless as a single fault in a regular IC can do. Although the 
impact of imager defects can be overcome by recalibration and 
masking out the defect (i.e., interpolating the pixel from its 
neighboring pixel values), this can create a serious problem in 
many applications where image quality and pixel sensitivity are 
important. 

Previously we have shown [1-6] that the most common type 
of defects that develop over time in digital imagers is “Hot 
Pixels”. This excludes fabrication time defects, which are 
mapped out in most digital cameras, but includes defects that 
develop as the camera ages. We have shown via statistical 
methods that hot pixels are most likely caused by cosmic ray 
damage [1-3], and therefore shielding or fabrication/design 
changes cannot fully prevent them from developing over time. 
The strength of hot pixels increases with exposure time, but the 
underlying parameters change little after formation (they are 
somewhat changed by the imager temperature). We have 
proposed an empirical formula, a power law relationship, which 
expresses the defect density D (defects per year per mm2 of 
sensor area) as a function of the pixel size S (in microns) and 
sensor gain (ISO). In this, D is proportional to the inverse of the 

pixel size raised to about the third power (for APS or CMOS 
pixels), and to the square root of the gain. Hence, as pixel sizes 
decrease by a factor of 2, the defect density D grows by about 8 
times, and with a doubling of ISO, D increases by about 1.4 
times. 

This suggests that it is extremely important to study pixel 
sizes in the 2 to 1 micron range, which are seen in cell phones 
and many embedded devices. In previous papers we had obtained 
some data from the 2-1 micron pixels used in cell phones but 
from a very limited set of phones. In this paper we present new 
experimental, statistical and software techniques to extend our 
analysis to cell phones down to 1.2 µm pixels. In particular, we 
now use the digital raw data available from cell phones combined 
with statistical confidence levels to gain higher accuracy in the 
cell phone hot pixel numbers. This is done to verify that cell 
phone pixels do not behave significantly different from the larger 
pixels, and therefore, a single power law formula can be used for 
all pixel sizes. Besides observing the number of hot pixels we 
also analyze the distribution of their parameters as a function of 
pixel size and sensitivity.  With this analysis we gain an 
understanding of the growth model of defects, allowing us to 
determine where these new hot pixels are coming from as the 
pixel size gets smaller 

Hot Pixels 
Our previous research has been gathered over 14 years of 

data [5,6], where we have performed manual calibrations on 
numerous commercial DSLRs, point and shoot cameras, and cell 
phone cameras.  We used dark field exposures (i.e., no 
illumination) to identify defects, done at a range of exposure 
times (from 0.001 to 2 seconds) to test for stuck-high and 
partially stuck defects, and bright field exposures (i.e., uniform 
illumination at near saturation) to test for stuck-low defects. In 
all of these experiments we did not find any truly stuck defects. 
Instead, hot pixels were the dominating defect type.  

Under dark field (no illumination), a regular pixel shows 
only a very low growth of signal with increasing exposure time 
– effectively only that of the background noise of the sensor. 
The dark response of both regular and hot pixels is demonstrated 
in Figure 1 showing the normalized pixel output versus exposure 
time (output level 0 represents no signal and 1 represents 
saturation). The dark response of a good pixel should be close to 
0 (with some growth due to sensor noise) at any exposure time. 
By comparison, a classic hot pixel has a component that 
increases linearly with exposure time. In addition, we have 
found [5] that hot pixels can be categorized into two types: 
standard hot pixels, which have a component (dark current) that 
increases linearly with exposure time; and partially stuck or 
offset hot pixels, which have a term that can be observed even at 
no exposure.   

The imaging sensor is often referred to as a digital system, 
but the actual pixel portion is an analog device. The classic 
assumed response of any pixel to illumination is given by 
equation (1), where Ipix is the response or output, Rphoto is the 
incident illumination rate, Rdark is the dark current rate, Te is the 
duration of the exposure, b is the dark current offset, and m is 
the amplification from the ISO setting. 
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many other processes executing, hence controlling device 
temperature is important.  By comparison, in DSLRs the 
processor is idle between pictures so it is possible to space out 
the photos in time to remove the heat generated by taking an 
image. 

 

 
Figure 5: Fitted power law for APS: defect density (D=defects/year/mm2) vs. 
pixel size S (µm) and ISO (I) 

 

 

Figure 5: Fitted power law for APS in the 1 to 2.5 µm pixel range: defect 
density (D=defects/year/mm2) vs. pixel size S (µm) and ISO (I) 

After many experiments we developed an effective 
methodology for testing the cell imagers.  First, to keep the 
phones cool we put them into airplane mode (i.e., turned off the 
communications which generate considerable heat). Then, we 
placed the phones in a refrigerator (at ~4oC) on the metal frame 
to maximize cooling. This reduces the phone temperature by 
about 16oC, resulting in considerable noise reduction. For dark 

images both the imager lens and the phone display were covered 
to allow totally dark images.  Triggering the phone camera was 
done remotely via USB connection from an external computer 
using the Vysor app on the cell phone. 

We then checked the noise histogram of the raw files both at 
the beginning and end of tests to confirm that there is no 
increase in temperature driven noise during the experiment.  
Figure 6 is the noise plot of a dark field image for one cell, 
which shows a 2 second exposure at 800 ISO pixel histogram 
showing a 99% noise point of about 43 or 17% of the max 255 
value.  This noise level is much higher than in DSLRs where at 
6400 ISO in dark frames typical pixel counts give the 99% 
percentile of noise as usually <10%. 

Figure 6: Cell phone dark image pixel count vs output (0 to 255) at 800ISO

As noted before, the cell phone data is noisy so a simple 
threshold type analysis such as that often used in DSLRs will 
not work.  As with the DSLRs we took a range of exposure 
times from 0.008 sec to 2 sec (the longest reasonable on cell 
phones). We also repeated each exposure 3 to 10 times and did a 
statistical average of the value at each pixel for each exposure 
time as part of our analysis.  Then we created a Matlab program 
that searched first for any pixels where the long exposures were 
above the threshold.  We then did least squares regression fit for 
the hot pixel equation (2), which included calculating the 
standard deviation SD of the dark current Rdark and offset b 
estimated values.  Unless the statistical Student T-ratio (i.e., 
ratio of the fitted coefficient to the SD) exceeded 3 for the dark 
current and/or the offset, the pixel was not considered a hot 
pixel.  Indeed offsets b that meet this T-ratio were seen in the 
shortest exposures (0.008 sec.).  This combination of multiple 
measurements and statistical significance is much more 
regarious than used in the DSLR tests. Three cell phone cameras 
were used in the current test, all with a pixel size of 1.34 m. 

Nearest Noise Criterion Hot Pixel Detection 
DSLRs employ noise reduction algorithms which suppress 

the background noise and these tend to make use of the local 
noise information.  To enhance detection we are now adding a 
new procedure we call the Nearest Noise Criterion detection to 
replace the single threshold initial detection test.  Since dark 
field noise varies strongly about the imager it is much better to 
compare a potential hot pixel to the local noise of the 
surrounding pixels.  Again we take the same 3 or more dark field 
images and consider the longer exposures (0.033sec or longer).  
We take the 5x5 pixel square around each pixel being tested (see 
Fig. 7) and gather noise statistics on the 24 near pixels for all 3 
images (Ii,j(k) values where i= j ≠0, k=1..3), plus values of the 
central hot pixel suspect I0,0 for all k.  We measure the mean 
Inearm and standard deviation (σ or SD) of these neighboring 24 
pixels for the 3 images ie 72 data points. Values were gathered 
as 16 bit (i.e. 65,536 max).  Then we reject any case where: 
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any of the 3 central pixel values are within 3σ  of the noise 
mean 

I0,0(k) > (Inearm + 3σ ) for all k = 1..3  (5) 

or when any central pixel is less than the highest 
surrounding pixels. 

I0,0(k) > Ii,j(k) for i=j ≠0, k=1..3  (6) 

Figure 7: 5x5 square of near neighbors of the hot pixel I0,0 
 

Figure 8: Distribution of separation of mean hot pixel I0,0 to near neighbors 
noise mean in standard deviation σ units 

 

Figure 9: Near neighbor noise distribution (blue) and hot pixel I0,0 (red) of 
typical minimum pixel (12.8σ) separation, σ = 745: 0.033 sec exposures

Figure 10: Near neighbor noise distribution (blue) and hot pixel I0,0 (red) of 
typical median pixel (45.2σ) separation: σ = 369: 0.033 sec exposures

 
This additional criterion is applied to identify candidate hot 

pixels instead of the simple threshold described previously 
(applied for the 0.033 or longer exposures).  Then again, as 
described in the previous section,  we applied the least squares 

regression fit over the whole exposure range, to show that the 
suspected hot pixel had dark current Rdark or offset b at sufficient 
statistical significant.  Using this combination of tests Fig. 8 
shows for the hot pixels the resulting number of SDs separation 
between the mean Inearm of near neighbors and the hot pixel I0,0 
for the 3 exposures of the same duration.  For the “A” cell phone 
with 208 hot pixels under these criterion this had a minimum 
separation from near neighbor noise mean Inearm was 10.3σ and 
while the average separation of was 45σ, all showing very high 
statistical significance.  Fig. 9 shows the noise and hot pixel 
distribution of typical minimum pixel (12.8σ) and Fig 10 for a 
typical median separation pixel (45.2σ). 

Hot Pixel Parameters & Defect Growth Rate 
In previously reported research [5] we have shown that the 

size of the hot pixel defect is very small, less than 5% of the 
pixel 7 micron size.  Current results confirm this – there is no 
indication that a hot pixel damage extends beyond the pixel 
boundary, even with the smallest (1.34 microns) pixels of the 
cell phone.  Otherwise we would see adjacent hot pixels due to 
the spread of the damage. 

By assuming that the damaged point that creates the hot 
pixel is independent of the actual size of the pixel, we would 
expect that as the pixel shrinks, the defect rate would scale with 
the reduction in the pixel area, S2. Still, our current formula 
(Equation 3) suggests that a shrinkage of the pixel size by a 
factor of 2 results in an 8.9 times increase in the defect rate, 
which is the pixel size to about the third power. Higher imager 
sensitivities (ISOs) increase this effect by the square root of the 
increase in ISO.  It is important to extend this to the smallest 
pixel sizes, 2-1 micron range.  But we must ask the question – 
considering the significant changes in the pixel designs between 
the 7 micron devices down to the cell phone pixels (1.34 µm) 
can a single formula cover all the pixels?  However if it does not 
we should have seen significantly higher errors in the fit (i.e. 
residuals) or a sudden change in the error for the smaller pixels, 
which do not. 

Let us compare the hot pixel defect density rate D 
distributions of two DSLR cameras types with 6.3 m and      
4.3 m pixels over ISOs from 400 to 6400 values (these cameras 
are respectively 6 and 5 years old).  These cameras have sensor 
areas in the 342 sq. mm size. 
        Table 1: Defect Density D (Defects/mm2/year) for various ISO values 

                         at pixel sizes  S = 6.3m and 4.3m (average data) 

ISO  S=6.3m S=4.3m
400 0.011 0.012
800 0.015 0.014

1600 0.017 0.036
3200 0.021 0.109
6400 0.026 0.249

Table 2: Cell Phone Defect Density D (Defects/mm2/year), S= 1.34m, ISO 
800 

Cell D T-Stat
A 0.875 6.2
B 0.417 12.5
C 0.463 12.1

In Table 2 we show the effective density D for hot pixels in 
3 cell phones, with a pixel size of 1.34 m, sensor area of 24 
mm² and ISO of 800. Using the regression fit method described 
previously it was found that the statistical significance of the 
dark current in these hot pixels is very high, with a Student T-
ratio (dark current parameter divided by the standard deviation 
of that parameter) of between 4.7 and 36, and an average of 10, 
way higher confidence than the 95% significance level of 3.  
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This result shows that now that RAW data files are fully 
supported in certain cell phones, it is possible to obtain reliable 
hot pixel defect rates for these small pixels. Note how the D rate 
is for the cell phone data of Table 2 averages nearly 40 times 
higher compared to that at 800 ISO in the averaged DSLR defect 
rates (among several cameras) of   Table 1. 

With these new results we have now been able to 
significantly improve the power law fit results.  Using additional 
data from new tests of the DSLRs and replacing our previous 
less reliable cell phone data (gathered without cell phone RAW 
output files).  We now see an increase in D for APS pixels of  

D=10-1.16S-3.03ISO0.506  (7) 

 
Figure 11: Fitted power law for APS: defect density (D=defects/year/mm2)  
vs. pixel size S (µm) and ISO (I) including the cell phone hot pixel data 

 

Figure 12: Fitted power law for APS in the 1 to 2.5 µm pixel range: defect 
density (D=defects/year/mm2) vs. pixel size S (µm) and ISO (I) including the 
cell phone hot pixel data 

 
Figure 11 shows the resulting plotted curves for the full size 
range while Figure 12 shows in higher resolution the details of 

the behavior in the 1 to 2.5 micron range. Note especially that 
the pixel size power has decreased to 3.03, from the previous 
3.15.  However this is still within the standard deviation of the 
dark current fit parameter which is 0.15 so the change is within 
that expected statistically.  Actually the new hot pixel statistical 
selection methodology gives D rates which are a much better fit 
in terms of the fit residuals (difference between the fitted 
projections and the actual measured D rates) than our older 
threshold method of detecting cell phone hot pixels.  The ISO 
power has also decreased  to 0.506 from 0.525, again within the 
SD of 0.095 for this parameter.  Hence there is nondication that 
there is a sudden change in the defect rates D in spite of the 
significant changes in the pixel designs.  

If this empirical formula continues to hold true the 
implications are that as pixel size S shrinks towards zero the 
defect density rate increase towards infinity.  That suggests 
cosmic ray generated defects might be a significant limit in how 
small pixels can useful be shrunk.  

Conclusions 
In this paper, we have developed a reliable method of 

measuring hot defect rates in the small (1.34 m pixel) cell 
phone imagers due to the RAW file data now being available.  
The key is using enhanced statistical methods to account for the 
much higher noise level in these small pixels with only the 
simplest of RAW data output. With this we have significantly 
enhanced the accuracy of the power law fits at the small          
(2-1m) pixel region beyond that of previous results.  With 
many new cell phones having RAW file output can rapidly gain 
more data on small pixels.  

The empirical formula predicting growth in the defect 
density rate shows only small parameters changes, within the 
previous error limits, suggesting that it continues to hold down 
to the 1 micron pixel size. Its implications for limits on 
shrinking pixel designs are worth considering. 
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