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Abstract 

In this study, advanced range measurement method using a 

TOF sensor with 4-tap output pixels and small-duty short light 

pulse is presented. A CMOS TOF range imager with pinned-

photodiode high-speed charge modulator pixels using lateral 

electric field (LEF) control has been implemented by a 0.11-μm 

CIS process with high near infrared sensitivity.  In order to 

improve the range resolution while maintaining the measurable 

range, multiple time-windows are used for range measurements. 

Compared with the conventional single time window, the use of N 

time-windows theoretically improve the range resolution by a 

factor of N1.5 if the back ground light shot noise is dominant. In the 

measurement for N=2, the range resolution is improved by a factor 

of 2.8 compared with the case of N=1 while maintaining the same 

distance range. 

 

Introduction 

Indirect-type Time-of-Flight (TOF) range imagers recently 

have been paid much attentions to applications for outdoor use, 

particularly for smart devices, robot eyes, VR/AR, security 

systems and automobiles. Various Indirect-type TOF range 

imagers have been reported [1-8], though, the tolerance to large 

ambient light is not always well considered. In general, there are 

two modulation methods of light; continuous wave (CW) and short 

pulse (SP) modulations. The CW modulation is better for high 

linearity of range measurements, and by increasing the modulation 

frequency, the CW modulation has high range resolution if the 

ambient light is small enough. However, in the CW modulation, 

because the duty-ratio of the modulated light is 50%, the tolerance 

to ambient light is hard to be comparable of better than that of the 

indirect-type TOF range imagers which use short light pulse where 

the light energy is concentrated at very short instance.  Concerning 

the tolerance to the ambient light, the SP modulation method in the 

indirect TOF range imaging should has a better performance than 

the CW method. However, in the conventional SP modulation 

method, there is a tradeoff between the range resolution and 

maximum measurable range.  

To address the trade-off problem between maximum 

measurement range and range resolution, in this paper, a CMOS 

TOF range imaging technique using the SP modulation, multiple 

(>2)-tap demodulation pixels and a range-shifting operation is 

presented. A 4-tap lateral electric field charge modulator (LEFM) 

pixels with high-speed charge draining structure based on 

photodiode CMOS image sensor technology [9,10] is used. The 

proposed lock-in pixel structure using lateral electric field (LEF) 

control is suitable for implementing a multiple-tap charge 

modulator while achieving high-speed charge transfer and high 

demodulation contrast for high time resolution [12]. In the 

conventional range measurement method, a single time window is 

used for range measurement. In the proposed technique, switchable 

multiple time windows based on the range-shifting operation and 

automatic range switching with thresholding to the multi-tap pixel 

outputs are used.  The effectiveness of the proposed technique is 

experimentally confirmed by applying the technique to an 

implemented CMOS TOF imager.  

 

Range Measurement with Double Light Pulse 
The timing diagram for range shift operation with a small duty-ratio double 

light pulse is shown in Fig. 1.  The gate pulse width of G1, G2, G3 and G4 
is given by RDTC, where TC is the cycle time and RD is duty ratio of the gate 

pulse to the cycle time. Then, the gate pulse width of GD is given by (1-

4RD) TC. The signal light pulse width and the time of flight of the received 
light are denoted by T0 and Td, respectively. The signals from FD1, FD2, 

FD3 and FD4 are denoted by S1, S2 S3 and S4, respectively. In TOF 

method, the equation for estimating the range is given by 

 L =
1

2
cTd (1) 

where L is the range, c is the speed of light.  

In the case of received light (2) in Fig. 1, the difference of the amount of 
charges between the two FDs (FD1, FD2) reflects the 

time-of-flight of light pulse Td. The range is calculated by the TOF-

dependent charges. During G1 is activated and the other gates are 
deactivated, a part of the signal light pulse is received, and the signal 

charge Q1 is stored in FD1. The Q1 is expressed as 

 Q1 = IS(T0 − Td) (2) 

where IS is the photo current generated by the signal light pulse. In the next 

phase where G2 gates are activated and the other gates are deactivated, the 

rest part of the light pulse is received and the signal charge Q2 stored in 
FD2 is expressed as 

 Q2 = ISTd (3) 

If the background light exists, Eq. 2 and Eq. 3 are modified as 

 Q1 = IS(T0 − Td) + IBLRDTC (4) 

 Q2 = ISTd + IBLRDTC (5) 

where IBL is photo current generated by the background light and RDTC is 

the gate pulse width. 

In order to cancel the background light, FD3 and FD4 are used for taking 

background light charges only. The electrons generated by background 
light are transferred from pinned photo diode to the FDs. The signal 

charges Q3 and Q4 stored in FD3 and FD4 are expressed as 

 Q3 = Q4 = IBLRDTC (6) 

The background light cancelling is done by the subtraction of back-ground-

only signals from the signals with received signal lights. In this case, Q1 

and Q2 are TOF-dependent signals and Q3 and Q4 are background-only 
signals. The equation for estimating the range in each pixel is given by 

 L =
1

2
cTd =

1

2
cT0 ∙

Q2 − Q4

Q1 + Q2 − 2Q4
 (7) 

IS&T International Symposium on Electronic Imaging 2018
Image Sensors and Imaging Systems 2018

326-1

https://doi.org/10.2352/ISSN.2470-1173.2018.11.IMSE-326
© 2018, Society for Imaging Science and Technology

tel:+81-53-478-1342


 

 

 
Fig 1: Timing diagram for the lock-in pixel operation using double pulses 
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Fig 2: Range shift operation for extending the measurement range using shifted 

short double light pulses 
 

Range Measurement with Range Switching by 
Thresholding  

The timing diagram for the advanced range-shift operation is 

shown in Fig. 3. To produce range image, it is divided into 3 

measurable ranges which are R1, R2 and R3. The proposed method 

calculates the difference of the 2 outputs in the 4-tap pixel outputs 

as given by equation (8) and (9). The two differential signals  S13 

and S24 changes like triangular wave to the TOF. By using this two 

signals, it is possible to measure the distance with the simple 

equations while automatically detecting the range zone. Also, 

equation (10) is the total of the absolute value of equation (8) and 

equation (9). S𝐴  is the constant value proportional to the signal 

light intensity at the effective range zones. At the all zones, it will 

be calculated the range images by using the relative value of 

S13 , S24 for SA. Also, setting the boundary of the range zone to a 

linearly changing point makes it possible to prevent an error in the 

distance even if an error occurs in the zone detection. Therefore, it 

will be expected high range linearity at wide range. 

 S13 = S1 − S3  (8) 

 S24 = S2 − S4  (9) 

 S𝐴 = |𝑆13| + |𝑆24|  (10) 

By calculating the difference value, the background light 

components can be removed and effective signal components can 

be left. While the conventional method needs three signals to 

remove background light components, the advanced method uses  

two signals for it. So, the time of calculating ADC and the area of 

analog circuit will be reduced. 

Also, the equation for estimating the range is given by 

 D = Dmax0{D1Z1 + D2Z2 + D3Z3}E (11) 

where Dmax0  is the maximum range at one time-window,  D1 

and  D2 and D3  are each range equation, Z1 and Z2 and Z3 and E 

are the digital value to determine correct regions. The timing 

diagram in the advanced range shift method is shown in Fig.3. And, 

the equations and values of determining the regions automatically 

is shown in Fig.4. The ingenuity is required to distinguish between 

the vicinity of the distance of zero and the vicinity of the maximum 

distance when distance is calculated using S13 and S24 by the range 

shift method. Then, we have setting threshold voltage to vanish the 

ambiguity. Therefore, effective measurement range will be reduced 

by using threshold voltage. But, it is very important to vanish the 

ambiguous regions. So, we need to set threshold voltage T to be 

sufficiently small value. While the conventional method is divided 

into 4 regions and there are no methods to determine correct 

regions automatically, the advanced method is reduced to 3 regions 

and is able to determine correct regions automatically. 
 

Fig3:Timing diagram for the lock-in pixel operation using advanced range shif t 

method 
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Fig4:The equations of  selecting the measurement range regions using advanced 

range shift method 
 
Implemented TOF sensor  

The block diagram of the TOF range imager is shown in Fig. 5. The TOF 
range imager consists of a 160×240 pixel array, vertical and horizontal shift 

register, ADC, and LEF charge modulator driver. Each pixel has four SF 
outputs which are shared by twelve charge modulators. Each of the four 

outputs from each pixel are connected each of the column ADC and are 

converted to digital codes in parallel using high-resolution folding 
integration/cyclic ADCs [11]. 

 

 
Fig5:Sensor architecture 

 

Measurement Results 
The signal light source is composed of 96 near-infrared LEDs 

with the 870nm wavelength, and the signal light pulse width T0 is 

set to 15ns. An average power of the light source is 250mW. The 

cycle time of exposure TC and the duty ratio RD are 1.0μs and 

0.015, respectively.  The gate pulse width RDTC for G1, G2, G3 

and G4 is 15ns. In this measurement, T0 of 15ns for the purpose of 

demonstration of high range resolution due to high-speed response 

of the pixel. The frame rate is 15.7fps. A lens with a focal length of 

12.5mm and a F-number of 2.0 are mounted on the sensor. An 

infrared bandpass filter is placed in front of the lens. The High 

level for gate voltage of G1, G2, G3 and G4 is set to 2.5V, and the 

Low level is set to -1.0V. The High level for gate voltage of GD is 

set to 3.6V, and the Low level is set to -1.0V. The measured results 

are obtained by the average of 30 frames of raw data in 10 × 10 

pixels in the center of the pixel array. We have used a white flat 

panel as an object. 
Fig.6 shows a measured distance linearity and nonlinearity 

error. A white flat panel is located between 0.8m and 8.6m with 

the step of 0.2m. The results are compensated for the slop and 

offset. The slop is calibrated by the demodulation contrast, the 

offset is calibrated by the time offset. As the result, it confirms 

high range linearity even at the boundary of each zone. And, the 

nonlinearity error which is the difference of the measured range 

from real range is less than 2.2% of the full scale between 0.8m 

and 8.6m.    

Fig.7 shows the measured range resolution by using advanced 

range shift method and conventional method without range shift. In 

the conventional method, both the gate pulse width and the light 

pulse width set up 60ns and the results are measured at the only 

one zone of Gate1 and Gate2. In the advanced method, both the 

gate pulse width and the light pulse width set up 15ns and the 

results are measured at the 3zone of Gate1, Gate2, Gate3 and 

Gate4. The range resolution is the standard derivation of the 

temporal deviation of measured range. The high range resolution 

of 95.9mm is achieved at 8.6m by using advanced range shift 

method. And, the range resolution of the advanced method is 3 

times lower than that of the conventional method without range 

shift. 
 

 

 
Fig6:Measured linearity and nonlinearity 

 

 
Fig7:Measured range resolution  

 

Conclusion 
 This paper presented the advanced distance measurement 
method with range switching by thresholding. The proposed 
method uses the difference value of two pixel outputs and makes it 
possible to detect range zone by using the threshold voltage 
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automatically. Therefore, the background light components can be 
removed and effective signal components can be left before 
measuring distance. Also, it has succeeded high range linearity at 
the wide range. The nonlinearity error which is the difference of 
the measured range from real range is less than 2.2% of the full 
scale between 0.8m and 8.6m. The high range resolution of 
95.9mm is achieved at 8.6m by using advanced range shift method. 
Compared with the conventional method without range shift, the 
range resolution of the advanced method is 3 times better than that 
of the conventional method. Table 1 summarizes the specification 
and characteristics of this work. 
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Table 1: Sensor specification 

Process 0.11 μm 1P4M CIS 

Total area 9.0 mm (H) x 9.3 mm (V) 

Power supplies 
1.5 V (Digital), 
3.3 V (Analog, Digital) 

Emitter 
96 LED array 
with 870 nm wavelength 

Lens F# 2.0 / focal length of 12.5mm 

Number of pixels 160 (H) x 240 (V) (4-Tap pixels) 

Pixel size 22.4 μm (H) x 16.8 μm (V) 

Conversion Gain 1.1 μV/e- 

Fill factor 41 % (with micro lens) 

Frame rate 15.7 fps (exposure time of 50ms) 

Modulation speed 
15 ns (Light width) 
15 ns (Gate width) 

Demodulation 
Contrast 

68.7% @15ns (Gate width) 

Measured range 0.8 ~ 8.6 m 

Non linearity 2.2 %FS 

Range resolution 95.9mm @ 8.6m 
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