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Abstract 

Field of view of the traditional camera is limited such that usually 

more than three cameras is needed to cover the entire surveillance 

area. The use of multiple cameras usually requires more efforts 

regarding camera control and set up as well as they need additional 

algorithms to find the relationships among the images of different 

cameras.  In this paper, we present a multi-feature algorithm that 

employs only one omnidirectional camera instead of using multiple 

cameras to cover the entire surveillance region. Here we use the image 

gradients, the local phase information based on phase congruency, the 

phase congruency magnitude, and the color features, and they are 

fused together to build one descriptor named as “Fused Phase, 

Gradients and Color features (FPGC). The image gradients, and local 

phase information based on phase congruency concept are used to 

extract the human body shape features. Either LUV or grayscale 

channel features are used according to the kind of camera used. The 

phase congruency magnitude and orientation of each pixel in the input 

image is computed with respect to its neighborhood. The resultant 

images are divided into local regions and the histogram of oriented 

phase, and the histogram of oriented gradient are determined for each 

local region and combined. A maximum pooling of the candidate 

features is generated for one channel of the phase congruency 

magnitude and the three LUV color channels. All these features are 

fed to a decision tree Adaboost classifier for training and classification 

between the classes. The proposed approach is evaluated on a 

challenging omnidirectional dataset and observed promising 

performance. 

Introduction  

Human detection is one of the widely-used applications in the pattern 

recognition and computer vision systems. Over the last decade, 

detection of human beings in a visual surveillance system is a 

significant task due to its extended applications including human 

computer interaction, person identification, event detection, counting 

people in crowded regions, gender classification, automatic 

navigation, safety systems, etc. The fluctuating appearance of the 

human body combined with the occlusions, cluttered scenes and          

illumination changes, make the human detection application as one of 

the challenging categories in object detection [23]. Over the last 

decade, remarkable results in the area of human detection have been 

reported by numerous researchers. Many single feature extraction 

algorithms are proposed for depicting and describing the human 

appearance.  One of the earliest algorithms used for human detection 

system is proposed by Papageorgiou et al [2]. This technique used 

sliding window detector and Harr-like features [3] for describing the 

person. Shape features such as Edgelet [4], Shapelet [5], and 

Histogram of Oriented Histogram (HOG) [6] are other features 

extraction algorithms proposed for human descriptor. In addition, 

texture features such as Local Binary Pattern (LBP) [7], as well as 

color features like color-self-similarity [1], and color histograms are 

also applied  for  human  detection  tasks.  Among these features, the  

Histogram of Oriented Gradient (HOG) descriptor is the most popular 

gradient based technique. It provides high efficient and robustness 

features and showing substantial gains over the intensity based features 

[1], [8]. Although the mentioned single features played significant role 

in human detection, their ability of describing the objects in the 

challenging conditions was limited. That has raised up recently the 

need of multi-features descriptor which proposed for improving the 

human detection performance [30]. Wojek and Schiele [10] fused 

HOG, Haar-like features, shapelets and shape context in one descriptor 

to improve the detection performance. Wang [9] combined HOG and 

LBP features and used the linear Support Vector Machine (SVM) to 

train the human detector. Zhang and Ram [11] improved the detection 

of the IR images by the combination of the Edglets and HOG features. 

Dollar et al [12] developed the integral channel features (ICF) that 

combined HOG, gradient magnitude and LUV color, etc. All the 

mentioned algorithms are used and tested for traditional cameras. The 

field of view of the traditional camera is limited such that usually more 

than three cameras is needed to cover the entire surveillance area [31]. 

The use of multiple cameras is usually requiring more efforts regarding 

the control and set up as well as they need of additional algorithms to 

find the relationships among the images of the different cameras [31].  

In this paper, we present a new multi-feature algorithm employs only 

one omnidirectional camera instead of using multiple cameras to cover 

all the surveillance view and to avoid these problems. A sample of an 

omnidirectional image is shown in Figure 1a. A simple transformation 

is used for unwrapping from omnidirectional into panoramic images 

as shown in Figure 1b.  

 

(a)                                                       (b) 

Figure 1. A sample of an omnidirectional imagery and its unwrapped image.        
(a) an omnidirectional image. (b) panoramic image. 

 

In the proposed features extraction algorithm, the image gradients, the 

local phase information based on phase congruency, the phase 

congruency magnitude, and the color features of the panoramic image 

are extracted and fused together in one descriptor called “Fused Phase, 

Gradients and Color features (FPGC). The framework of the human 

detection system based on the proposed descriptor is shown in      

Figure 2. The phase congruency magnitude and the orientation of each 

pixel in the input gray image is computed with respect to its 

neighborhood. The resultant images are divided into local regions and 
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Figure 2. Framework of the human detection system based the proposed descriptor algorithm 

 

                               

the histogram of oriented phase, and the histogram of oriented 

gradient are determined for each local region and combined 

together. A maximum pooling of the candidate features is generated 

for a one channel of the congruency magnitude, and the three LUV 

color channels. All these features are concatenated and fed to a 

depth two decision tree Adaboost classifier for training and the 

classification between the classes. The proposed human detection 

system is implemented based on the scanning window approach 

that used to detect the presence of humans in an image. This method 

returns a set of detection window and the detection overlap that may 

occur due to sliding window is resolved using non-maximum 

suppression [30].  

Phase Congruency computation 

Phase congruency is an algorithm that was developed to localize the 

edges and corners of the image. Oppenheim and Lim [13] [14] have 

shown that the most significant information within an image is 

provided by the phase rather than amplitude [15]. Phase congruency 

provides a measure that is independent of the overall magnitude of 

the signal making it invariant to illumination and contrast variations 

[16]. The phase congruency function in terms of the Fourier series 

expansion of a signal at some location 𝑥 is given as [24], [20], [30]:  

 

          𝑃𝐶(𝑥) = 𝑚𝑎𝑥�̅�(𝑥)𝜖[0,2𝜋]
∑ 𝐴𝑛cos⁡(⁡𝜙𝑛(𝑥)−�̅�(𝑥))𝑛

∑ 𝐴𝑛𝑛
                 (1) 

where, 𝐴𝑛 is the amplitude of the nth Fourier component [20]. 

𝜙𝑛(𝑥) represents the local phase of the Fourier component. ⁡�̅�(𝑥) 
is the mean local phase angle of all the Fourier terms being 

considered at the point. An alternative and interpretation of phase 

congruency, Venkatesh and Owens [19] show that local energy is 

equal to phase congruency scaled by the sum of the Fourier 

amplitudes and given as [18], [20], [16], [28], [30]: 

 

𝐸(𝑥) = 𝑃𝐶(𝑥)∑ 𝐴𝑛⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑛                         (2) 

For a one-dimensional input signal 𝐼(𝑥), the local energy function 

𝐸(𝑥) can be defined as [16], [22], [23], [30]: 

                           𝐸(𝑥) = √𝐹(𝑥)2 + 𝐹𝐻(𝑥)
2                                (3) 

where, 𝐹(𝑥) is the input signal filtered from a 𝐷𝐶 component and 

𝐹𝐻(𝑥) is Hilbert Transform (90˚ phase shift of 𝐹(𝑥)). 

To compute the phase congruency, we should first extract the 

local frequencies and phase information by convolving the input 

image with a pair of quadrature filters. Log-Gabor filter is an 

efficient bandpass filter used in this paper to extract the local phase 

information spread over a wide spectrum [25]. The transfer function 

of the log-Gabor filter is given by [15], [22], [23]: 

⁡𝐺(𝜔,𝜃) ⁡⁡= 𝑒𝑥 𝑝 (
−(𝑙𝑜𝑔(𝜔 𝜔𝑜⁄ ))

2

2(𝑙𝑜𝑔(𝑘 𝜔𝑜⁄ ))
2 ) ⁡𝑒𝑥𝑝(

−(𝜃 − 𝜃𝑜)
2

2𝜎𝜃
2 )⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(4) 

where 𝜔𝑜 is the center frequency of the filter. 𝑘 𝜔𝑜⁄ ⁡ is kept constant 

for various⁡𝜔𝑜 [34], [21]. 𝜃𝑜 is the center orientation of the filter, 

and 𝜎𝜃⁡is the standard deviation of the Gaussian function in angular 

direction [16], [34], [22], [23]. The framework for computing the 

phase congruency is illustrated in Figure 3.  

Consider 𝑀𝑛𝑜
𝑜  and⁡𝑀𝑛𝑒

𝑒  are the odd symmetric and even symmetric 

components that represent the quadrature pair of the Log-Gabor 

filter at scale 𝑛⁡ and orientation 𝑜. The response vector at scale 𝑛 

and orientation o is obtained by the convolution of each quadrature 

pair with the input signal 𝐼(𝑥, 𝑦) and is given by [22], [23], [28], 

[30]:  

[𝑒𝑛𝑜(𝑥, 𝑦)⁡, 𝑜𝑛𝑜(𝑥, 𝑦)] = [𝐼(𝑥, 𝑦) ∗ 𝑀𝑛𝑜
𝑒  , 𝐼(𝑥, 𝑦) ∗ 𝑀𝑛𝑜

𝑜 ]     (5) 

The convolution process is equivalent to the multiplication of 

Gabor filter 𝐺(𝜔, 𝜃) with the Discrete Fourier Transform (DFT) of 

the input image 𝐼(𝑥, 𝑦) followed by inverse DFT. The amplitude of  
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the response ⁡𝐴𝑛𝑜⁡and the phase angle 𝜓𝑛𝑜⁡at scale 𝑛⁡and orientation 

𝑜 are given by: 

⁡𝐴𝑛𝑜 = ⁡√(𝑒𝑛𝑜
2 ⁡(𝑥, 𝑦) + 𝑜𝑛𝑜

2 ⁡(𝑥, 𝑦))⁡                     (6) 

 

 

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝜓𝑛𝑜(𝑥, 𝑦) = 𝑡𝑎𝑛−1 (
𝑜𝑛(𝑥,𝑦)

𝑒𝑛(𝑥,𝑦)
)                           (7) 

 

𝐹(𝑥, 𝑦) and 𝐹𝐻(𝑥, 𝑦) for a 2D signal are given by [25], [28]: 

     ⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝐹(𝑥, 𝑦) = ⁡∑ ∑ 𝑒𝑛𝑜(𝑥, 𝑦)𝑛𝑜                              (8)                  

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝐹𝐻(𝑥, 𝑦) = ⁡∑ ∑ 𝑜𝑛𝑜(𝑥, 𝑦)𝑛𝑜 ⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(9) 

From Eq. (3), the energy of the two-dimensional signal is computed 

as;  

   𝐸(𝑥, 𝑦) = √𝐹(𝑥, 𝑦)2 + 𝐹𝐻(𝑥, 𝑦)
2                       (10) 

Therefore, phase congruency 𝑃𝐶(𝑥, 𝑦) of the 2D signal is given as 

[22], [23], [25], [28], [30]: 

 

⁡⁡⁡⁡⁡⁡𝑃𝐶(𝑥, 𝑦) = ⁡
∑ √(∑ 𝑒𝑛𝑜(𝑥,𝑦)𝑛 )2+(∑ 𝑜𝑛𝑜(𝑥,𝑦)𝑛 )2𝑜

𝜀+∑ ∑ 𝐴𝑛𝑜(𝑥,𝑦)𝑛0
                  (11) 

The orientation 𝜑(𝑥, 𝑦) is given by:   

 

⁡⁡⁡⁡𝜑(𝑥, 𝑦) = 𝑡𝑎𝑛−1 (
∑ ∑ 𝑜𝑛𝑜(𝑥,𝑦)𝑛𝑜

∑ ∑ 𝑒𝑛𝑜(𝑥,𝑦)⁡𝑛𝑜
)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(12) 

Image Gradient computation 

Image Gradient is defined as the directional change in the 

color or an image intensity. The horizontal gradients⁡𝐺𝑥(𝑥, 𝑦)⁡ can  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

be obtained simply by convolving the input image with the mask 

templet (−1⁡0⁡1) and vertically⁡𝐺𝑦(𝑥, 𝑦) by convolving the image 

with ⁡(−1⁡0⁡1)𝑇[23].  The gradient magnitude 𝐺(𝑥, 𝑦) and the 

orientation ɸ(𝑥, 𝑦) for the image 𝐼(𝑥, 𝑦) is computed as following 

[23], [24];⁡ 

    𝐺𝑥(𝑥, 𝑦) = 𝐼(𝑥 + 1⁡, 𝑦) − 𝐼(𝑥 − 1⁡, 𝑦)                     (13) 

   𝐺𝑦(𝑥, 𝑦) = 𝐼(𝑥⁡, 𝑦 + 1) − 𝐼(𝑥⁡, 𝑦 − 1)                     (14) 

    𝐺(𝑥, 𝑦) = √𝐺𝑥(𝑥, y)
2 + 𝐺𝑦(𝑥, y)

2                         (15) 

  ⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡ɸ(𝑥, 𝑦) = tan−1 (
𝐺𝑥(𝑥,𝑦)

𝐺𝑦(𝑥,𝑦)
)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(16) 

Implementation of fused phase, gradient and 
color (FPGC) descriptor 

      Once the phase congruency magnitudes and orientations as well 

as the gradients of the input image are computed, the resultant 

images are divided into local overlapped regions called blocks of 

the size 16×16 pixels. The block region is formed from 2×2 sub-

local regions called cells, where each cell is 8×8 pixels.  The 

histogram of oriented phase [25] and the histogram of oriented 

gradient are determined for each cell region. These histograms are 

fused together to form the HOP and HOG features for each block 

region of the input image. The same is done for the rest of the blocks 

to form the HOP and HOG for the entire image.   A maximum 

pooling of the candidate features is randomly generated for a one 

channel of the phase congruency magnitude and the same is done 

for the three LUV color channels (one-channel for grayscale). In 

proposed descriptor, maximum pooling is applied. These features 

are fused with HOP and HOG features to form the proposed 

descriptor FPGC. This descriptor is fed to Adaboost classifier 

(depth two decision tree) to select the strongest features to be used 

for training and the classification process.  

100

Figure 2. Block diagram shows the phase congruency computation. 
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Experimental results 

A human detection system based on FPGC descriptor is tested and 

evaluated in comparison with the human detection systems based 

on the feature extraction algorithms: HOG (Dalal &Triggs) [6], 

ACF [32], and LDCF [33].  2416 positive (person) samples and 

12000 negative (non-person) samples from INRIA dataset are 

cropped in the size 128×64 pixels and used for training the detection 

system. Omnidirectional and panoramic image dataset is used for 

testing the human detection system. This dataset contains 30 

omnidirectional images taken in different scenes including indoor 

and outdoor environment for detection standing human. In the 

evaluation of detection performance, we measured the accuracies 

of the human detection system in terms of the sensitivity (Recall) 

and the positive predictive value (PPV) (Precision), as given in    

Eq. (17) and Eq. (18). A higher value of sensitivity and PPV 

indicate a higher accuracy of human detection. 

        

𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = ⁡
#𝑇𝑃

#𝑇𝑃+#𝐹𝑁
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(17) 

 

𝑃𝑃𝑉 =
#𝑇𝑃

#𝑇𝑃+#𝐹𝑃
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(18) 

 

where, TP is “True Positive”: mean that, the ground truth and the 

detected window are both belong to positive class "human". FP is 

“False Positive”: mean that, the ground truth is belonging to 

negative class (non-human), but the detected window belongs to 

positive class. FN is “False Negative”: mean that, the ground truth 

belongs to positive class, but the detected window belongs to 

negative class. Figure 3 and Figure 4 show the sensitivity and the 

PPV value of the human detection based on the proposed descriptor 

FPGC in comparison with HOG, ACF, and LDCF. These results 

show that FPGC, ACF, and LDCF have equal PPV value (100%). 

However, FPGC has higher sensitivity (100%) over HOG, LDCF, 

and ACF that equal (71.8 %), ( 81.7%), and (84.5%) respectively. 

Samples of human detection based on FPGC descriptor for 

omnidirectional images is shown in Figure 5.  

 

 

 

Figure 3 Sensitivity of human detection based on FPGC descriptor and it is 

comparison with HOG, ACF, and LDCF based detection technique. 

 

Figure 4 PPV of human detection based on FPGC descriptor and it is 
comparison HOG, ACF, and LDCF based detection technique. 

 

 
 

 
 

 
 

Figure 5 Samples of human detection based on FPGC descriptor for 

omnidirectional images. 

Conclusion 
Fused Phase, Gradients and Color features (FPGC) is a new 

descriptor presented for human detection in omnidirectional camera 

imaginary. Only one omnidirectional camera is used to cover the 

entire surveillance region instead of using multiple cameras.  The 

proposed feature extraction approach fuses image gradients, phase 

congruency magnitude, histogram of oriented phase, and color 

features in one descriptor. This combination lead FPGC descriptor 

to capture various information of the image complementary, hence 
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increased the human detection performance significantly. Results 

of the experiments showed that FPGC descriptor has better 

detection performance over several state of the art methodologies. 
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