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Abstract 
Various human detection algorithms are limited in capability 

due to the lack of using other supplemental algorithms for 

enhancing detection.  We propose using two different algorithms to 

extract vital information to augment human detection algorithms 

for increased accuracy.  The first algorithm is the computation of 

depth information.  Information needed to obtain depth is based on 

the specific location of the camera based from frame to frame.  

Most calibrated stereo cameras can develop accurate depth 

information, but the motion that takes place from frame to frame 

can be utilized for developing rough depth perception of the objects 

in the scene.  Block-matching and optical flow algorithms can be 

used to provide these disparities that happen in the image, which 

will provide depth information for the human detection algorithm.  

The second algorithm is superpixel segmentation.  This algorithm 

determines a rough over-segmentation of the imagery, which well 

defines the boundaries as larger pixels that are within the imagery.  

This information can be used to distinguish background and 

foreground information to create a specific segmentation around 

the human detection, rather than a bounding box detection that may 

include various background information.  The fusion of these 

algorithms with human detection has been shown to increase 

detection accuracy and providing better localization of the human 

in the imagery.  

Introduction  

Human detection is one of the widely-used applications in the 

pattern recognition and computer vision systems. Over the last 

decade, detection of human beings in a visual surveillance system is 

a significant task due to its extended applications including human 

computer interaction, person identification, event detection, 

counting people in crowded regions, gender classification, 

automatic navigation, safety systems, etc. Many single feature 

extraction algorithms are proposed for depicting and describing the 

human appearance.  One of the earliest algorithms used for human 

detection system is proposed by Papageorgiou et al [1]. This 

technique used sliding window detector and Harr-like features [2] 

for describing the person. Shape features such as Edgelet [3], 

Shapelet [4], and Histogram of Oriented Histogram (HOG) [5] are 

other feature extraction algorithms proposed for human descriptor. 

In addition, texture features such as Local Binary Pattern (LBP) [6], 

as well as color features like color-self-similarity [7], and color 

histograms are also applied for human detection tasks.  Multi-

feature descriptors are also proposed for improving the human 

detection performance [8]. Wojek and Schiele [9] fused HOG, 

Haar-like features, shapelets and shape context in one descriptor to 

improve the detection performance. Wang et al [10] combined 

HOG and LBP features and used the linear Support Vector 

Machine (SVM) to train the human detector. Zhang and Ram [11] 

improved the detection of the IR images by the combination of the 

Edglets and HOG features. Dollar et al [12] developed the integral 

channel features (ICF) that combined HOG, gradient magnitude 

and LUV color, etc. The outputs of all these algorithms are 

represented as bounding boxes surrounding the humans in the 

scene.  These bounding boxes give only the general region where 

the person is located. The information inside the bounding box may 

include too much background which decreases the quality of 

detection. As the foreground in the bounding box is separated from 

the background as the detection performance increased. In this 

paper we propose a human detection algorithm enhanced by 

supplemental algorithm based on depth and super-pixel techniques 

for increased accuracy. In this approach, a vital information of the 

true positive detection bounding box is extracted and then separated 

from the background as shown in Figure 1.  

 

(a)                                      (b)                                         (c) 

Figure 1. (a) Original detected image. (b) Foreground detection based on depth 
and super-pixel segmentation. (c) augmented human detection.    

The feature extraction algorithm of the human detection system 

presented in this paper is consisted of the following information: 

the image gradients, the local phase features based on phase 

congruency, the phase congruency magnitude, and color features of 

the input image. The framework of the augmented human detection 

system based on the proposed descriptor and the superpixel 

extraction approach is shown in Figure 2. The phase congruency 

magnitudes and orientations as well as the gradients of the input 

image are computed for each pixel in the input image with respect 

to its neighborhood. The resultant images are divided into local 

overlapped regions called blocks of the size 16×16 pixels. The 

block region is formed from 2×2 sub-local regions called cells, 

where each cell is 8×8 pixels.  The histogram of oriented phase 

(HOP) [17] and the histogram of oriented gradient (HOG) [5] are 

determined for each cell region. These histograms are fused 

together to form the HOP and HOG features for each block region 

of the input image. The same is done for the rest of blocks to form 

the HOP and HOG features for the entire image. A maximum 

pooling of the candidate features is randomly generated for a one 

channel of the phase congruency magnitude and the same is done 

for the three LUV color channels. These features are fused with 

HOP and HOG features to form the proposed descriptor. This 

descriptor is fed to an Adaboost classifier (depth two decision tree) 
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to select the strongest features and classify between the classes. The 

proposed human detection system is implemented based on the 

scanning window approach that used to detect the presence of 

humans in an image. This method returns a set of detection window 

and the detection overlap that may occur due to sliding window is 

resolved using non-maximum suppression [8], [21].  

Depth information and image segmentation can help to augment the 

human detection algorithm. Depth algorithm can provide 

information about scale and relative size of the detections. 

Superpixel Segmentation can provide the enclosed region of the 

person without much background information. Fusion of the human 

detection algorithm with the depth and superpixel segmentation 

will provide better localization of humans in various scenes.   

Image Gradient computation 

Image Gradient is defined as the directional change in the color or 

an image intensity. The horizontal gradients 𝐺𝑥(𝑥, 𝑦)  can be 

obtained simply by convolving the input image with the mask 

templet (−1 0 1) and vertically 𝐺𝑦(𝑥, 𝑦) by convolving the image 

with  (−1 0 1)𝑇[19].   

The gradient magnitude 𝐺(𝑥, 𝑦) and the orientation ɸ(𝑥, 𝑦) for the 

image 𝐼(𝑥, 𝑦) is computed as following [19], 20];  

    𝐺𝑥(𝑥, 𝑦) = 𝐼(𝑥 + 1 , 𝑦) − 𝐼(𝑥 − 1 , 𝑦)                        (1) 

   𝐺𝑦(𝑥, 𝑦) = 𝐼(𝑥 , 𝑦 + 1) − 𝐼(𝑥 , 𝑦 − 1)                        (2) 

   𝐺(𝑥, 𝑦) = √𝐺𝑥(𝑥, y)2 + 𝐺𝑦(𝑥, y)2                             (3) 

                    ɸ(𝑥, 𝑦) = tan−1 (
𝐺𝑦(𝑥,𝑦)

𝐺𝑥(𝑥,𝑦)
)                                         (4) 

Phase Congruency computation 

Phase congruency is an algorithm that was developed to localize 

the edges and corners of the image. Oppenheim and Lim [13] [14]  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

have shown that the most significant information within an image is 

provided by the phase rather than amplitude [15]. Phase 

congruency provides a measure that is independent of the overall 

magnitude of the signal making it invariant to illumination and 

contrast variations [16]. The phase congruency function in terms of 

the Fourier series expansion of a signal at some location 𝑥 is given 

as [20], [18], [8]:  

 

          𝑃𝐶(𝑥) = 𝑚𝑎𝑥�̅�(𝑥)𝜖[0,2𝜋]
∑ 𝐴𝑛cos ( 𝜙𝑛(𝑥)−�̅�(𝑥))𝑛

∑ 𝐴𝑛𝑛
                 (5) 

where, 𝐴𝑛 is the amplitude of the nth Fourier component [18]. 

𝜙𝑛(𝑥) represents the local phase of the Fourier component.  �̅�(𝑥) is 

the mean local phase angle of all the Fourier terms being 

considered at the point. 

An alternative and interpretation of phase congruency, Venkatesh 

and Owens [23] show that local energy is equal to phase 

congruency scaled by the sum of the Fourier amplitudes and given 

as [22], [18], [16], [24], [8]: 

 

𝐸(𝑥) = 𝑃𝐶(𝑥) ∑ 𝐴𝑛              𝑛                         (6) 

For a one-dimensional input signal 𝐼(𝑥), the local energy function 

𝐸(𝑥) can be defined as [16], [25], [19], [8]: 

                           𝐸(𝑥) = √𝐹(𝑥)2 + 𝐹𝐻(𝑥)2                                (7) 

where, 𝐹(𝑥) is the input signal filtered from a 𝐷𝐶 component and 

𝐹𝐻(𝑥) is Hilbert Transform (90˚ phase shift of 𝐹(𝑥)). 

The relationship between the local energy, phase congruency and 

the sum of the Fourier amplitudes can be seen geometrically in 

Figure 3. To compute the phase congruency, we should first extract 

the local frequencies and phase information by convolving the input 

image with a pair of quadrature filters. Log-Gabor filter is an 

efficient bandpass filter used in this paper to extract the local phase 

Figure 2. Framework of the augmented human detection system based the proposed descriptor and superpixel extraction algorithm. 
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information spread over a wide spectrum [17]. The transfer 

function of the log-Gabor filter is given by [15], [25], [19]: 

 𝐺(𝜔, 𝜃)   = 𝑒𝑥 𝑝 (
−(𝑙𝑜𝑔(𝜔 𝜔𝑜⁄ ))

2

2(𝑙𝑜𝑔(𝑘 𝜔𝑜⁄ ))
2 )  𝑒𝑥𝑝 (

−(𝜃 − 𝜃𝑜)2

2𝜎𝜃
2 )                (8) 

where 𝜔𝑜 is the center frequency of the filter. 𝑘 𝜔𝑜⁄   is kept 

constant for various 𝜔𝑜 [26], [27]. 𝜃𝑜 is the center orientation of the 

filter, and 𝜎𝜃 is the standard deviation of the Gaussian function in 

angular direction [16], [26], [25], [19].  

 

 

 

 

 

 

 

 

 

 

Figure3. The relationship between phase congruency, local energy and the sum 
of the Fourier amplitudes. 

 

Consider 𝑀𝑛𝑜
𝑜  and 𝑀𝑛𝑒

𝑒  are the odd symmetric and even symmetric 

components that represent the quadrature pair of the Log-Gabor 

filter at scale 𝑛  and orientation 𝑜. The response vector at scale 𝑛 

and orientation o is obtained by the convolution of each quadrature 

pair with the input signal 𝐼(𝑥, 𝑦) and is given by [25], [19], [24], 

[8]:  

   [𝑒𝑛𝑜(𝑥, 𝑦) , 𝑜𝑛𝑜(𝑥, 𝑦)] = [𝐼(𝑥, 𝑦) ∗ 𝑀𝑛𝑜
𝑒  , 𝐼(𝑥, 𝑦) ∗ 𝑀𝑛𝑜

𝑜 ]        9) 

the response  𝐴𝑛𝑜 and the phase angle 𝜓𝑛𝑜 at scale 𝑛 and orientation 

𝑜 are given by: 

 𝐴𝑛𝑜 =  √(𝑒𝑛𝑜
2  (𝑥, 𝑦) + 𝑜𝑛𝑜

2  (𝑥, 𝑦))                      (10) 

                      𝜓𝑛𝑜(𝑥, 𝑦) = 𝑡𝑎𝑛−1 (
𝑜𝑛(𝑥,𝑦)

𝑒𝑛(𝑥,𝑦)
)                           (11) 

 

𝐹(𝑥, 𝑦) and 𝐹𝐻(𝑥, 𝑦) for a 2D signal are given by [17], [24]: 

                     𝐹(𝑥, 𝑦) =  ∑ ∑ 𝑒𝑛𝑜(𝑥, 𝑦)𝑛𝑜                              (12)                  

                     𝐹𝐻(𝑥, 𝑦) =  ∑ ∑ 𝑜𝑛𝑜(𝑥, 𝑦)𝑛𝑜                                (13) 

From Eq. (7), the energy of the two-dimensional signal is computed 

as;  

   𝐸(𝑥, 𝑦) = √𝐹(𝑥, 𝑦)2 + 𝐹𝐻(𝑥, 𝑦)2                       (14) 

Therefore, phase congruency 𝑃𝐶(𝑥, 𝑦) of the 2D signal is given as 

[25], [19], [17], [24], [8]: 

      𝑃𝐶(𝑥, 𝑦) =  
∑ √(∑ 𝑒𝑛𝑜(𝑥,𝑦)𝑛 )2+(∑ 𝑜𝑛𝑜(𝑥,𝑦)𝑛 )2

𝑜

𝜀+∑ ∑ 𝐴𝑛𝑜(𝑥,𝑦)𝑛0
                  (15) 

The orientation 𝜑(𝑥, 𝑦) is given by:   

 

    𝜑(𝑥, 𝑦) = 𝑡𝑎𝑛−1 (
∑ ∑ 𝑜𝑛𝑜(𝑥,𝑦)𝑛𝑜

∑ ∑ 𝑒𝑛𝑜(𝑥,𝑦) 𝑛𝑜
)                          (16) 

Maximum pooling 

Max pooling is a sample-based discretization process that used to 

down-sample an input image representation. Max pooling is done 

by applying a maxfilter to non-overlapping sub-regions of the initial 

input image. With max pooling, size of the resultant image gets 

reduced and retaining the image information. For a 4×4 matrix 

representation, the output of the max pooling is 2×2 as shown in 

Figure 4. 

 

   

 

      

 
      Figure 4. max pooling of 4×4 matrix representation. 
 

 Depth 

Depth estimation from a single image is an important component of 

many vision systems, including robot navigation, motion capture 

and video surveillance.  It provides a three-dimensional 

representation for giving the system a reference for distance and 

scale.  The algorithm we have chosen to use is the structure forest 

framework to infer depth information (Fang et al. 2016) [28]. The 

algorithm exploits the structural properties that are exhibited in 

local patches of the depth map.  It then provides a structured 

learning framework based on random decision forests to determine 

the depth map. 

To create the input depth features for the algorithm, the features are 

Saxena, Chung, and Ng (SCN) [29] features, who developed 

features in various scales to determine depth.  The algorithm 

obtains 9 Laws [30] masks, 2 color channels (YCbCr), and 6 

oriented edges (3x3 patch) for developing the feature set.  One 

specific channel that can be used for depth is the dark channel, 

which utilizes the assumption that most local patches contain some 

pixels with very low intensities.  These low intensities are a great 

cue for determining depth.  The entire algorithm uses color features 

and neighborhood features to differentiate depth in the image and 

computed as:  

 

                    (17)         

where, J is the color channel, and Ω is the neighborhood image at 

pixel location x.  
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The structured random forest used for depth information 

recursively splits data down to a decision tree to reach a leaf node.  

Allowing multiple independent decision trees creates better 

generalizability of the data. Also, random subsampling of data 

allows a diversity of these trees, providing better classification 

ability. Figure 5, and Figure 6 show the depth information obtained 

from the image in many different environments.  The heat map 

shows the depth information based on all the relevant features.  

 

 

  Figure 5. Depth information and the heat map obtained from the image. 

  

  Figure 6. Depth information and the heat map obtained from the image.    

Superpixel Segmentation 

Many human detection algorithms create a bounding box detection 

of the human in the scene.  These algorithms provide an accurate 

detection of the person but does include much of the background.  

By utilizing a segmentation algorithm, we should be able to provide 

a better detection of the human, which gives a contour around only 

the human in the detection. The information that we know about a 

detection of a human is that there are clusters of image pixels that 

correspond to the human, which are usually centered in the 

detection box.  Therefore, we can utilize a super-pixel segmentation 

algorithm to aid in the segmentation of the human in the detection 

box. For super-pixel segmentation, similar image pixels can usually 

be grouped in a surrounding neighborhood, limited by edge 

information.  Though this will over-segment the image regions, it 

will keep true the necessary contour information for the image, 

especially for human detection.  The algorithm used for the human 

detection segmentation is Simple Linear Iterative Clustering 

(SLIC), which uses K-means clustering approach with a distance 

measure to create pixel groups that adheres to natural boundaries in 

the image.  Like mean shift, each pixel is associated to a feature 

vector which is characterized by K-means.  SLIC then moves the 

centroid created by K-means away from edges by using the Lloyd 

algorithm. 

Once the superpixels are created, we can group all of the 

superpixels as human and background, thus creating a segmented 

output, which is a better representation than a bounding box 

representation.  To provide human detection segmentation we must 

gather the boundary information from the image, which uses the 

assumption of foreground superpixels near the center of the 

detection bounding box and background superpixels near the 

outside of the detection bounding box.  We then develop a feature 

set for each superpixel and determine the match distance between 

superpixels, which classifies the pixels for foreground/background.  

Once the distances are thresholded for classification, we can 

remove the background superpixel and create a convex hull around 

the foreground pixels, thus creating a better segmentation output.  

Figure 7 shows the superpixel human detection pipeline.  The 

superpixels are found in the imagery and matched to the 

corresponding background and foreground patches.  Small 

unconnected superpixels are removed due to no relevance to the 

foreground object. A convex hull is placed over the group of 

superpixels, creating a segmented object. Figure 8, Figure 9, and 

Figure 10 show other examples of the superpixel human detection 

results.  It illustrates the ability of the superpixel algorithm to detect 

foreground information in various resolutions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. The super pixel human detection pipeline. The superpixels are found 
in the imagery and matched to corresponding background and foreground 
patches.  Small unconnected superpixels are removed due to no relevance to 
the foreground object.  A convex hull is placed over the group of superpixels, 
creating a segmented object.  

   

  Figure 8. Human detection results augmented by the proposed depth and    
superpixel algorithms.  
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  Figure 9. Superpixel human detection results.  It shows ability of the 
superpixel   algorithm to detect foreground information in various resolutions. 

 

   

 

     

Figure 10 Superpixel human detection results.  It shows ability of the superpixel   
algorithm to detect foreground information in various resolutions. 

 

Conclusion 

 

In this paper we presented an augmented human detection 

system. The feature extraction algorithm used in this system are 

based on the gradient, local phase, and color information. Adaboost 

classifier (depth of two decision tree) is used to select the strongest 

features to be used for training and the classification between the 

classes. The detection accuracy of this system is augmented by 

using the depth and super-pixel approaches. The experiments 

conducted based on the proposed approach showed an optimistic 

result and provided better localization of the human region in the 

imagery.  
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