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Abstract
We present a hybrid multi-line scan approach which enables

simultaneous acquisition of light field & photometric stereo data.
While light fields capture mostly large-scale surface deviations
and rely on visible surface structures, photometric stereo is pri-
marily sensitive to fine surface deviations and does not rely on
visible structures. The combination of both approaches yields
a solid performance for a large variety of depths, ranging from
macro- to microscopic scales. Contrary to traditional photomet-
ric stereo, that relies on a strobed illumination, our approach uses
two constant light sources which, however, generate multiple il-
lumination geometries in different portions of the camera’s field
of view. Our object is moving on a conveyor belt during the ac-
quisition process. Due to our multi-line scan sensor the object
is observed from several viewing angles. The object’s movement
is causing each object point to be illuminated under several illu-
mination directions. Hence, during our acquisition process the
object points are captured under all feasible viewing angles and
lighting conditions. In our system, surface normals are derived
making use of the Lambert’s cosine law. However, due to the lack
of illuminations spanning orthogonally to the transport direction,
the surface normals can be inferred only in the transport direc-
tion. We present a variational approach for 3D depth reconstruc-
tion designed specifically for our hybrid setup that jointly takes
into account the light field as well as photometric stereo depth
cues and provides one globally consistent solution. Depth maps
obtained by the proposed algorithm show both the large-scale ac-
curacy as well as sensitivity to fine surface details.

Introduction
In recent years there has been a boom of 3D sensing tech-

niques in the field of machine vision. Techniques based on the
time of flight principle or stereo vision typically exhibit a solid
performance on large scales but suffer from a lack of fine sur-
face details. On the other hand, techniques such as photometric
stereo or focus stacking provide vast local detail but lack global
consistency. In an industrial environment, there are additional re-
quirements of high speed and inline applicability, which renders
many existing methods unsuited for those applications.

In our paper, we deal with a hybrid light field & photometric
stereo machine vision approach specifically designed for indus-
trial inline inspection applications that yields solid performance
for a large variety of depths, ranging from macro- to microscopic
scales. While light fields capture mostly large-scale surface devia-
tions and ranging relies on visible surface structures, photometric
stereo is mostly sensitive to fine surface deviations and does not

(a) Initial depth by CRF (b) Refined depth by LF+PS

(c) Measured surface normals (d) Refined model surface normals

Figure 1: Close-up of a historical coin: (a) Initial depth map ob-
tained from light field only by the CRF solver. (b) Final refined
depth map obtained with the proposed joint light field & photo-
metric stereo depth reconstruction algorithm. (c) Surface normals
measured in the transport direction estimated from the acquired
data making use of the refined depth model. (d) Surface normals
derived from the refined depth model. Slight shading was applied
to depth maps (first row) in order to increase readability of details.

require structured surfaces.
Depth reconstruction from light field data is usually done

making use of the epipolar plane image (EPI) structure, which
was introduced in [1] for structure from motion analysis. The
sheared EPI stack was used in [2] to calculate the depth by the
radiance differences to a central image. A fine-to-coarse depth es-
timation approach using EPI stacks was introduced by [3], which
allows sharper edges at depth discontinuities than the more tra-
ditional coarse-to-fine estimation while preserving homogeneous
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Figure 2: Left: Schematic of the AIT multi-line scan setup with a constant illumination. At each time step a set of lines is extracted from
the sensor, then the object is moved (w.r.t. the camera) by exactly one line increment and another set of lines is extracted, and so on.
Right: Data processing pipeline of the proposed joint light field & photometric stereo depth estimation algorithm.

depth regions. A structure tensor analysis of the EPI stack was
employed by [4] for a fast and robust local disparity estimation.

Depth and surface normal information was previously com-
bined in various ways. Range scanning data using stripe pattern
projection was combined with photometric stereo from five fixed
light sources in [5], taking low and high frequencies into account.
A depth refinement method using photometric stereo was intro-
duced by [6] which used RGB-D camera data to estimate the
depth, lighting and albedo of the scene and minimized an energy
function, optimizing the depth, smoothness, shading and tempo-
ral aliasing of a scene. Surface normals from polarization cues
were used in [7] for depth refinement, where the depth surface
normals are iteratively corrected using the polarization cues and a
depth fidelity constraint preserves the global coordinate system at
the normal-to-depth integration step. In [8] we introduced a fast
high-pass / low-pass filter approach to combine light field data
with photometric stereo in a multi-line scan setup. A gradient de-
scent energy minimization approach in a multi-view light dome
setup was investigated in [9].

The paper is organized as follows. We start with an overview
of the state-of-the-art techniques combining light fields with pho-
tometric stereo. Then we describe our hybrid light field & photo-
metric stereo setup implemented within the multi-line scan frame-
work. Afterwards we introduce a joint depth estimation algo-
rithm, which is specifically tailored to the multi-line scan system.
The method’s performance as well as optimal parametrization is
analyzed making use of synthetic ground truth data. We provide
also a number of real-world examples acquired with our multi-
line scan camera prototype. Finally, we end with conclusions and
future work.

Multi-line scan camera for joint light field &
photometric stereo

For the acquisition of data comprising both the light field
as well as the photometric stereo information, we propose to
use a multi-line scan camera system as we described in [10].
Such a system consists of a multi-line scan camera, line illu-
mination and a linear transport stage (see Fig. 2, left). In the
prototype setup used in this paper, we employed a camera Al-
lied Vision BONITO CL-400C equipped with a lens Schneider-
Kreuznach APO-COMPONON 4/45, two light sources Chro-
masens CORONA II and a translation stage Thorlabs LTS300/M.

The way the light field and the photometric stereo data are
obtained using the multi-line scan camera is explained in the fol-
lowing two sections.

Light field capture

During the acquisition process the object is moving under
the camera on the linear stage. At each acquisition time ti multiple
equidistant lines are read out from the area scan sensor where each
line contributes to a different view of the acquired object. In the
time between two consecutive acquisitions ti and ti+1 the object
has to travel by a distance equivalent to one pixel in a defined
working distance (typically the focal distance). That guarantees
equivalent resolutions in both image dimensions (i.e. along the
sensor lines as well as along the transport).

Unlike the usual 4D light field structure with two spatial and
two directional dimensions, the described system produces a 3D
light field structure with two spatial and one directional dimen-
sion. Such a light field can be represented as an image stack con-
sisting of multiple object views (see Fig. 3) which allows EPI-
based processing.
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Figure 3: Visualization of a light field obtained by the multi-
line scan camera with a constant illumination. In the middle,
the epipolar plane image (EPI, i.e. a slice through the light field)
is shown, containing multiple linear structures – EPI-lines, the
slopes of which reflect local depths w.r.t. the camera. Above, the
plot shows an intensity vector e extracted along one specific EPI-
line (dashed) used to infer the local surface orientation.

Photometric stereo capture
It is known that stereo vision techniques with a small base-

line, such as most light field setups, are rather limited in depth ac-
curacy on fine scales. Typical failure cases are areas with strong
specular reflections or areas with little or no texture [4]. Never-
theless, given enough surface structure, they exhibit exceptional
robustness and high accuracy on large scales. In order to obtain a
competitive performance on both large as well as fine scales, we
extended our multi-line scan light field system [10] by taking into
account an additional photometric stereo cue, that is inherently
comprised in this setup.

In a traditional photometric stereo, the still object is observed
multiple times from one viewing perspective under different illu-
mination conditions. This allows to derive local surface orienta-
tions (i.e. surface normals) from observed intensities making use
of known illumination angles [11]. When assuming Lambertian
reflectance, which is entirely valid only for matte materials, one
can derive a simple cosine law for the determination of surface
normals. Because the cosine law does not break down for pro-
cessed materials that slightly violate this assumption, we employ
this model for quite accurate surface normal estimates.

In contrast to traditional photometric stereo with multiple
switched or strobed light sources, our approach uses two constant
line light sources (see Fig. 2, left). In our setup, the light sources
are located symmetrically around the optical axis in the transport
direction in order to illuminate the observed area from two flat
angles. As illustrated in Fig. 4, such an arrangement gives rise to
different illumination configurations in every observed line. Since
the employed line lights have very homogeneous emission along
the sensor lines, all pixels in the same sensor line are illuminated
almost equally and, therefore, share the same illumination param-
eters (i.e. the light direction and intensity). The downside of this
illumination geometry is the lack of illuminations spanning or-
thogonally to the transport direction, resulting in a collinear set
of illumination vectors. Consequently, the surface normals can be
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Figure 4: Assumed illumination model comprised of two constant
line light sources at the positions l1 and l2, with the scalar inten-
sities L1 and L2, respectively. Due to the inverse-square law, the
integral of the two illuminations at the point pi results in an effec-
tive illumination vector `i, that is different in each observed point
(i.e. sensor line).

inferred only in the transport direction (i.e. x-dimension).
In this paper, we assume a simple illumination model based

on the Lambertian assumption. Under this constraint, an effective
illumination vector `i in an observed sensor line pi is given as the
sum of all elementary illumination vectors that contribute to that
point (shown as thin red and blue arrows in Fig. 4):

`i =
q

∑
j=1

l j−pi∣∣l j−pi
∣∣ · L j∣∣l j−pi

∣∣2 , (1)

where l j are the illumination positions and q stands for the number
of light sources (in our case q = 2).

Due to the inverse-square law, the elementary light vectors
are different in each observed line, which results in different ef-
fective illumination vectors as well. Due to the object’s movement
during the capture, each object point is eventually observed under
every available illumination condition. Let e =

[
e1 . . .ep

]> be the
vector of intensities observed at the same object location under
different illumination conditions and let L =

[
`1 . . . `p

]> be the
matrix of the respective effective illumination vectors, where p is
the number of light field views. Then the corresponding surface
normal vector n can be derived as follows:

n = L+ · e, (2)

where L+ stands for the pseudoinverse of the over-determined
non-square illumination matrix L.

This way it is possible to perform photometric stereo within
the multi-line scan framework without the necessity of switching
or strobing the illumination during the acquisition process. Here-
inafter, the surface normals estimated by the described method
will be referred to as measured surface normals, since they are
assessed directly from the recorded data. On the other hand, nor-
mals derived from the reconstructed depth models will denoted as
model surface normals.

54
IS&T International Symposium on Electronic Imaging 2017

Intelligent Robotics and Industrial Applications using Computer Vision 2017



As a result of parallax comprised in the light field, intensities
associated with the same object location occur along an EPI-line,
the slope of which depends on the absolute distance of that loca-
tion from the camera (see Fig. 3). Therefore, with our approach
the surface normal estimates are inherently linked with respective
depth estimates. Hence, it is necessary to utilize a preliminary
depth model to calculate surface normals, which can afterwards
be used to improve the depth model, etc.

Hybrid light field & photometric stereo depth
estimation algorithm

In this paper, we present a variational approach for depth re-
construction which jointly takes into account the light field as well
as the photometric stereo depth cues and provides one global so-
lution. Certain aspects of the method are specifically designed to
work well with the multi-line scan setup. The proposed multi-step
iterative algorithm is outlined in Fig. 2 (right). Individual steps of
the algorithm are explained in detail in the following sections.

Step 1: Multi-view correspondence analysis
Starting from the compound light field & photometric stereo

data obtained using the multi-line scan camera, we first perform a
multi-view correspondence analysis in the EPI domain using the
census transform (CT) image features. This method shows great
robustness against brightness and contrast variations in different
views, which happens quite often due to the presence of photo-
metric effects in our data.

Let X = {1 . . .m} and Y = {1 . . .n} be sets of pixel in-
dices in the x and y-dimension, respectively. Moreover, let
D = {dz ∈ R | z ∈Z} be a linear set of disparity values, where
Z = {1 . . .k} is a discrete set of disparity labels. Making use of
a geometric camera calibration model, there is an isomorphic re-
lationship between physical depths, disparity values and disparity
labels. Hence, hereinafter these terms will be referred to as equiv-
alent.

During the correspondence analysis a number of disparity
hypotheses from D are tested in each pixel location from (x,y) ∈
X ×Y which results in a cost volume C ∈RX×Y×Z , where each
value reflects the similarity of visual structures at the correspond-
ing locations in the light field views. For the convenience, values
in the cost volume are normalized to fit in the interval [0,1].

In Fig. 2 (right), the depth hypotheses cost volume obtained
in this step is depicted as a gray box between Step 1 and Step 2.
For more details on the CT-based multi-view stereo matching
within the multi-line scan framework, see [12].

Step 2: Initial depth estimation using CRF
In order to assess surface normals in Step 3, an initial ap-

proximate depth model must first be obtained. Given the pre-
calculated hypothesis costs, we employ the discrete-continuous
optimization algorithm based on conditional random fields (here-
inafter referred to as the CRF algorithm, see [13]) to determine a
quick yet accurate approximation of the global solution (i.e. glob-
ally consistent depth map), under the generalized first-order total
variation (TV) prior.

Let V = X ×Y be a set of nodes, where each node i ∈ V
corresponds to a pixel location. Moreover, let E ⊂ V ×V be an
edge set, where each i j ∈ E corresponds to an edge connecting
the two pixel locations i and j. For efficiency reasons, we restrict

the edge set to a 4-neighborhood, but the extension to a higher
degree of connectivity is straight forward. To each pixel i ∈ V we
associate a discrete disparity label zi ∈Z .

Our goal is now to find an optimal discrete labeling Z ∈ ZV

that minimizes the following conditional random field (CRF) en-
ergy:

min
Z ∑

i∈V
fi(zi)+ ∑

i j∈E
fi j(zi,z j), (3)

where fi(zi) are the unary terms that are given by the CT matching
costs for each depth hypothesis zi and fi j are the binary terms
that apply a smoothness constraint to the optimal labeling. We
use the generalized TV function from [13]. In other words, by
minimizing the CRF energy, we try to find an optimal labeling Z
that provides a trade off between minimizing the matching costs
and minimizing the smoothness constraint.

The CRF minimization problem is combinatorial and hence
NP-hard. However, as shown in [13] we can compute very good
approximate solutions by means of the dual minorize maximize
(DMM) algorithm. The idea of the DMM algorithm is to decom-
pose the CRF energy into distinct chain problems for which the
CRF energy can be minimized efficiently using dynamic program-
ming. Then we consider the Lagrangian function obtained from
introducing a vector of Lagrange multipliers that force the solu-
tions of the distinct chain problems to agree in the optimum. The
dual problem associated with the Lagrangian function is contin-
uous, piecewise linear and concave but it should be noted that it
only provides a lower bound to the original problem. The idea of
the DMM algorithm is now to iteratively construct a sequence of
minorants to the dual problem which can be efficiently maximized
using dynamic programming. Once the dual problem is solved,
the primal solution (and hence the depth map) is computed from
the dual solution using again dynamic programming.

The complete algorithm is implemented on the GPU using
the CUDA programming language. In Fig. 2 (right), the solution
computed by the CRF solver is depicted as an initial depth model
between Step 2 and Step 3. Examples of the CRF solutions can
be seen in Fig. 1 (a) and Fig. 9 (a).

Step 3: Photometric stereo using previously as-
sessed depth model

As soon as a previous discrete or continuous disparity la-
beling Z ∈ RX×Y is available either from Step 2 or Step 4, it
can be used to extract the intensity vectors e in each pixel loca-
tion along the corresponding EPI-lines by the provided disparity
model. Subsequently these vectors are used to generate the sur-
face normal field N ∈ [Rx,Ry,Rz]

X×Y by applying Eq. (2) in all
pixel locations.

For convenience in Step 4, the surface normals are expressed
as disparity gradient field G∈ [Rx,Ry]

X×Y that can be calculated
from N as follows:

G =
[
−Nx

/
Nz ·gx, −Ny

/
Nz ·gy

]
, (4)

where gx and gy are scalar constants that are used to account for
conversion between real-world units of surface normals and inter-
nal disparity units considered in Step 4. Their values are given by
the system geometry and can be assessed through calibration.
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Due to the lack of the photometric stereo evidence orthog-
onally to the transport direction, values in Gy (i.e. gradients in
y-dimension) are always estimated to be zero. Hence, the first-
order TV smoothness prior is implicitly applied in y-dimension.

In Fig. 2 (right), the measured surface normal map obtained
in this step is depicted as a pinkish image between Step 3 and
Step 4. Examples of the measured surface normal maps can be
seen in Fig. 1 (c) and Fig. 9 (c).

Step 4: Depth refinement using joint light field &
photometric stereo

The depth refinement algorithm performed in this step is for-
mulated as a solution for the optimization problem, which is a
natural extension of the generalized TV regularization, that takes
advantage of the provided surface normals.

Let C be the hypothesis cost volume calculated in Step 1 and
G is the disparity gradients field from previous Step 3. The goal
of this step is to find a refined continuous disparity labeling Z ∈
RX×Y by solving the following continuous energy minimization
problem:

min
Z ∑

(x,y)∈X×Y
C(x,y,Z(x,y))+

λx
/

2 · r [∇xZ(x,y)−Gx(x,y)]+

λy
/

2 · r
[
∇yZ(x,y)−Gy(x,y)

]
.

(5)

Regularization parameters λx and λy separately control the influ-
ence of the respective x and y gradients over the data term C. The
function r[·] stands for a nonlinear penalty function, in our case it
is the truncated quadratic function of the following form:

r[x] = min
[(

x
/

a
)2

, 1
]
, (6)

where a is the parameter governing the extent of truncation.
Operating on a discrete image domain, the energy term from

Eq. (5) can be reformulated making use of four intermediate dif-
ferences:

min
Z ∑

(x,y)∈X×Y
C(x,y,Z(x,y))+

λx
/

4 · r [Z(x+1,y)−Gx(x+1,y)−Z(x,y)]+

λx
/

4 · r [Z(x−1,y)+Gx(x−1,y)−Z(x,y)]+

λy
/

4 · r
[
Z(x,y+1)−Gy(x,y+1)−Z(x,y)

]
+

λy
/

4 · r
[
Z(x,y−1)+Gy(x,y−1)−Z(x,y)

]
.

(7)

To solve this optimization problem, we propose to use a pri-
mal block-coordinate descent algorithm [14] initializing with the
CRF solution from Step 2. The algorithm operates on a discrete
set of disparity labels z ∈ Z with a subsequent sub-label refine-
ment to approximate the continuous solution. The initial solution
provided by the CRF is already quite accurate, so it is unlikely to
get stuck in local minima and therefore unnecessary to employ an
elaborate optimization scheme such as the primal-dual approach.
In order to ensure convergence, the algorithm uses an alternating
“checkerboard” update pattern Ωi, which defines the set of pixel
coordinates that are updated simultaneously in i-th refinement it-
eration:

Ωi = {(x,y) ∈ X ×Y | if x+ y+ i is even} . (8)

Let Z0 be either the approximate CRF solution obtained in
Step 2 or an intermediate refined solution from previous Step 4.
Then the solution is iteratively refined further according to the
following update rule:

Zi+1(x,y)=

argmin
z∈Z

C(x,y,z)+

λx
/

4·r[Zi(x+1,y)−Gx(x+1,y)−z]+
λx
/

4·r[Zi(x−1,y)+Gx(x−1,y)−z]+
λy
/

4·r
[
Zi(x,y+1)−Gy(x,y+1)−z

]
+

λy
/

4·r
[
Zi(x,y−1)+Gy(x,y−1)−z

]
∀(x,y)∈Ωi+1,

Zi(x,y) otherwise.

(9)

The term argmin refers to argmin extended by the sub-label re-
finement. The refined version accepts the argument of the min-
imum of a parabola fitted into three values around the discrete
energy minimum.

To facilitate the sub-label refinement with the right
parametrization of the penalty function, we chose a = 1.5 in
Eq. (6) which is the smallest value that produces at least three val-
ues in the quadratic non-truncated section around the minimum of
the penalty function. That prevents formation of unwelcome dis-
cretization effects in the refined solution.

Regarding the number of refinement iterations performed in
Step 4, we found it efficient to run at least 10 refinement steps
using the same gradient field G assessed in previous Step 3. Af-
terwards, the algorithm either returns back to Step 3 and starts
a new epoch or terminates if a sufficient number of epochs have
been performed (in our case 50 epochs).

In Fig. 2 (right), the refined depth model obtained in this
step is depicted as an image after Step 4. Examples of the depth
models can be seen in Fig. 1 (b) and Fig. 9 (b).

Geometric camera calibration
All described algorithmic steps assume a calibrated light

field system, requiring a line-scan calibration such as the one ad-
dressed in [15]. However, as our multi-line scan sensor is a repur-
posed area scan sensor, we can use a standard area scan calibra-
tion approach [16] to determine distortion, intrinsic and extrinsic
parameters for the camera setup. As it turns out, perspective and
lens distortions are negligible in our current setup, mostly because
we use a high-end optical system.

Results
We tested our algorithm on a synthetically rendered scene

from a multi-line scan setup simulated in Blender [17] as well
as on real-world data acquired with our industrial multi-line scan
prototype. Synthetic data allows a ground truth comparison with
floating point accuracy and an optimal choice of regularization
parameters. With the real-world setup we show the industrial ap-
plicability and performance.

Performance evaluation using synthetic data
Using our Blender multi-line scan simulation (see Fig. 5) we

simulated the multi-line scan acquisitions process and generated
ground truth depth data and surface normals. Two arrays of point
lights simulate two line illumination sources and our surface ob-
ject is moving in the transport direction under a multi-line scan
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Figure 5: Blender [17] model of the multi-line scan system used
for generating ground truth data.

camera. This setup was used for exhaustive tests with four dif-
ferent regularization configurations. The results are presented in
Fig. 6 and the corresponding depth reconstructions at epoch 50
are shown in Fig. 7. We achieve a significant improvement in es-
timation in all configurations of joint light field and photometric
stereo (LF+PS), compared with light field only (LF only). The
best performance is achieved with the combined LF+PS method
with λx = 10 and λy = 1, which exhibits 33% improvement of
MSE already after 10 refinement epochs and 44% improvement
after 20 epochs. A performance drop is observed for λx = 100
after 26 epochs, where the strong photometric influence drags the
solution further away from the ground truth. This divergent ef-
fects is caused by the global bias of photometric stereo.

The improvement in accuracy is demonstrated also in
Fig. 8 (a) by correlation in ∇X and ∇Y between the initial depth
estimate by provided the CRF and the ground truth. In this case,
the Pearson correlation coefficient reaches a value of 0.4861 for
∇X and 0.5431 for ∇Y . On the other hand, the ∇X and ∇Y values
estimated from the refined depth model after running 50 epochs
of our refinement algorithm show a significant improvement in
accuracy with correlation coefficients of 0.9386 and 0.8105, re-
spectively. Note that ∇Y improves even though there is no direct
measurement of this property. It is thanks to joint use of light
field, partial photometric stereo in x-dimension and smoothenss
assumption in y-dimension. Limitations of this graceful behavior
are observable in Fig. 9 (b, bottom row), where some long hori-
zontal PCB tracks are not entirely recognizable.

Real-world examples
Using our industrial multi-line scan setup we demonstrate

the real-world performance of our refinement algorithm. In Fig. 1,
qualitative results are shown for close-up of a historical coin. The
refined depth model obtained by our LF+PS method is clearly
superior to the initial CRF model w.r.t. the amount of detail. The
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LF+PS with x  = 1 and y  = 1

LF+PS with x  = 10 and y  = 1
LF+PS with x  = 100 and y  = 1

Figure 6: Mean squared error (MSE) of the disparity w.r.t. the
ground truth during 50 refinement epochs of the proposed itera-
tive algorithm. Each epoch consisted of 10 iterations of the en-
ergy minimization. Four different regularization configurations
are shown: LF only with the first-order TV prior (crosses), and
LF+PS with λy = 1 and λx = 1 (circles), λx = 10 (stars), and
λx = 100 (squares), respectively.

separate bricks in the castle and individual fingers on the hand are
well visible in the refined depth contrary to the CRF solution.

In contrast to the refined model surface normals, the mea-
sured surface normals show more artifacts (e.g. ghosting around
the coins edges) and lack horizontal edges.

Further examples of 2 Euro coin, a printed circuit board
(PCB) with components and a bare PCB are shown in Fig. 9. In
all presented cases, the refined depth (2nd column) yields a vast
amount of detail (e.g. more readable 3D text, better defined ICs,
clearly visible PCB tracks) compared with the initial model, de-
spite a large diversity of material types present in these objects.

Conclusions
In this paper, we discussed a approach to acquisition and

computational combination of two state-of-the-art methods —
light fields and photometric stereo – in a machine vision setup
suitable for industrial applications. We have shown how the multi-
line scan camera can be used for the acquisition of data com-
prising both the light field as well as the photometric stereo in-
formation. Moreover we propose an algorithmic framework for
processing the obtained data in order to provide competitive 3D
reconstruction results.

Based on synthetic data we were able to show a significant
decrease in MSE of the estimated disparity w.r.t. the ground truth
on the order of magnitude of 50%. Remarkably, the reconstruc-
tion is also improved orthogonal to the transport direction despite
of the lack of gradient information in this direction. Experiments
with real-world objects such as coins and PCBs showed that faith-
ful reproductions of fine details and consistent global reconstruc-
tions are possible with the proposed method.

In this paper, we have partly disregarded calibration issues
for the camera (i.e. stereo calibration) as well as the illumination
(i.e. photometric calibration). Instead we worked with assumed
models derived from a good knowledge of the system. Therefore,
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(a) Initial by CRF
(b) LF only with
first-order TV prior

(c) LF+PS with
λx = 1 and λy = 1

(d) LF+PS with
λx = 10 and λy = 1

(e) LF+PS with
λx = 100 and λy = 1 (f) Ground truth

Figure 7: Depth models (first row) and corresponding surface normal maps derived from the models (second row) in the ground truth
experiment: (a) initial by CRF, (b-e) after 50 epochs of the LF+PS refinement algorithm with different regularization configurations, and
(f) the ground truth. Four refinement results (b-e) correspond with end points of the four curves in Fig. 6. Slight shading was applied to
depth maps (first row) in order to increase readability of details.

(a) Initial depth model by CRF
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(b) Refined depth model after 50 epochs of LF+PS with
λx = 10 and λy = 1
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Figure 8: Correlation between ∇X (left) and ∇Y (right) derived
from the reconstructed model vs. ground truth (a) before and (b)
after running the proposed depth refinement algorithm. Note that
despite the photometric stereo evidence in in x-dimension the cor-
relation of ∇Y improves throughout the refinement process.

future work will include an implementation of the multi-line scan
geometric calibration tailored to our system. To allow for more
complex illumination geometries as well as handling of a broader
range of material types, we intend to look into machine learning
approaches for learning photometric models rather than relying
on any model assumptions.
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Svorad Štolc is a scientist AIT, Vienna. In 2002, he earned his mas-
ter’s degree in Computer Science from Comenius University, Bratislava
and, in 2009, PhD degree in Bionics and Biomechanics from Technical
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(a) Initial depth by CRF (b) Refined depth by LF+PS (c) Measured surface normals (d) Refined model surface normals

Figure 9: Additional real-world examples of refined depth models obtained with the proposed method: 2 Euro coin (top), printed circuit
board (PCB) with components (middle), and bare PCB (bottom). (a) Initial depth map obtained from light field only by the CRF solver.
(b) Final refined depth map obtained with the proposed joint light field & photometric stereo depth reconstruction algorithm. (c) Surface
normals measured in the transport direction estimated from the acquired data making use of the refined depth model. (d) Surface normals
derived from the refined depth model. Slight shading was applied to depth maps (first two columns) in order to increase readability of
details.
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