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Abstract 
In this paper, we propose a simple but efficient video 

segmentation scheme for real-time video applications. First, we 
temporally separate video frames into scenes, comparing the chi-
square distance between consecutive frames. To partition each 
frame into disjoint regions, then, a pixel-wise color clustering 
scheme is employed, which is based on K-means clustering and 
EM algorithm. Finally, we regularize computational complexity to 
apply the proposed scheme into embedded video processing system. 
Due to pixel-wise video segmentation with very low complexity, the 
proposed scheme yields a realistic framework for real-time video 
applications. 

1. Introduction 
Recently, much interest has been made on the quality of 

pixels than only increasing image resolution in video system. 
Regarding the pixel quality, for example, the UHD alliance 
announced the high dynamic range (HDR) and the wide color 
gamut as examples of the next-generation visual experience [1]. 

For enhanced pixel quality, contrast enhancement (CE) could 
provide HDR experience in legacy contents [2, 3]. For example, 
scene contrast was globally enhanced by luminance histogram 
analysis in each frame [2]. Also, local contrast was adaptively 
improved by referring neighbor pixels from the target pixel [3]. 
When video is partitioned into several regions and contrast is 
adaptively tuned in each region, more dynamic enhancement could 
be expected.  

In [4, 5], a Gaussian mixture model (GMM) fitting has 
presented unsupervised segmentation of image [4, 5]. Specifically, 
a combined approach between K-means initialization and 
expectation-maximization (EM) method accelerates the 
convergence of GMMs faster than EM only case [5]. 

In this work, therefore, we propose a GMM-based video 
segmentation scheme for real-time video analysis and applications. 
Inspired by the recent work on color clustering based image 
segmentation work in [5], we partition each video frame into 
several regions with similar color statistics, shown in Figure 1. 
Specifically, for temporal consistency of region boundary, an input 
video is separated into disjoint scenes by measuring chi-square 
distance between consecutive video frames [6]. Then, each frame 
in the same scene is segmented by the same GMMs like [4, 5]. As 
computation complexity in both k-means clustering and EM 
method is challenging due to iterations, we regularize the 
complexity by reducing the processing domain size in both k-
means and EM iterations. 

In experiment, we apply the proposed scheme to various 
video contents. Also, the proposed video segmentation scheme is 
employed to CE application, yielding visual better performance.  
Therefore, a complexity-regularized video segmentation scheme is 
proposed for real-time video applications in h/w-constrained 
system.  
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Figure 1. Video segmentation example using the proposed scheme: (a) 
Original image, (b) region map, (c) probability map. The input frames are 
partitioned into regions (region map) using the GMM fitting. Then, the 
probability map reveals the reliability of each pixel mapped onto the 
specific regions (bright value means high reliability). 

2. Unsupervised Video Segmentation 
Fig. 2 demonstrates the overall block diagram of the proposed 

video segmentation scheme. Like [5], a GMM fitting is employed 
combining K-means and EM method. The GMM fitting yields a 
region map and a probability map for each image. Then, a scene 
change detection scheme is presented for scene partitioning. In 
video frames with the same scene, therefore, the GMM is not 
updated, yielding temporally consistent segmentation result. 

2.1 GMM-based unsupervised segmentation 
A GMM fitting is widely used in unsupervised learning 

problem. Specifically, it has been widely used for color clustering 
in image segmentation [4, 5]. In this work, we extend a GMM 
scheme into the proposed video segmentation framework to 
partition frame into regions with similar color statistics.  
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 Figure 2. Block diagram of the proposed video segmentation scheme. In each image, a GMM fitting yields a region map and a probability map, 
respectively. For temporally consistent video segmentation, a scene change detection algorithm where the Gaussian models are identical in the same 
scene frames.
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Figure 3. K-means clustering example: (a) Input image and (b) color 
clustering result using K-means algorithm. 

An expectation-maximization (EM) method is applied to 
fitting a mixture of Gaussians. As convergence speed of a EM 
method is slow, however, a K-means clustering is employed for the 
initial setup of the EM method in this work [5]. For example, the 
K-means clustering example is illustrated in Figure 3. Specifically, 
the initial value of mean color 𝜇! and the corresponding covariance 
matrix 𝛴!  for 𝑖-th GMM, 𝑖 =  {1, . . . ,𝐾}, are evaluated using the 
K-means clustering. 

In the EM algorithm, given the initial 𝜇!  and 𝛴! , the 
expectation step updates the probability 𝑃!(𝑝) for each pixel 𝑝 to 
the 𝑖-th segment, evaluated as 

𝑃! 𝑝 =
𝑤𝑖 𝑒𝑥𝑝 −0.5 𝐼 𝑝 −𝜇𝑖
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where 𝐼 𝑝  is a RGB value vector for 𝑝 and 𝑤! is the weight for 𝑖-
th segment. Note that in the first iteration, all the weight values are 
initialized as 𝑤! = 𝑍!/𝑍!"!, where 𝑍!"! denotes the total number of 
pixels and 𝑍! is the number of pixels that are assigned to the 𝑖-th 
segment after the K-means clustering. 

Then, the maximization step updates 𝜇! and 𝛴! using 𝑃!(𝑝), 
defined as 

𝜇! = 𝑃𝑖 𝑝 𝐼 𝑝
𝑃𝑖 𝑝

,                                     (2) 
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Figure 4. Clustering using a EM method: (a) First region map, (b) 
probability map of (a), (c) second region map, (d) probability map of (c), 
(e) third region map, and (f) probability map of (e). In this example, input 
image is clustered into three regions.  

𝛴! =
𝑃𝑖 𝑝 𝐼 𝑝 −µ𝑖 𝐼 𝑝 −µ𝑖
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Figure 5. Segmentation result on consecutive frames in the same scene: (a) 1st frame, (b) 3rd frame, (c) 5th frame, (d) 7th frame, (e) 9th frame, and (f) 
11th frame. Note that every odd frame is demonstrated to show motion of birds.  

where 𝑍!"! is the total number of pixels in the image. 
Both steps iterate until convergence. At the final region 

mapping stage in Figure 2, the final expectation step reveals the 
region map and the corresponding probability map, shown in 
Figure 4. Also, we perform an O(1) bilateral filtering on 𝑃! to 
enforce spatial smoothness in the region map [7], shown in Figure 
4-(a), (c), and (e). 

2.2 Temporally consistent video segmentation 
For temporal consistency of segmentation results on 

consecutive frames, GMM parameters are only evaluated for key 

frames in input video. Specifically, a frame is assigned as a key 
frame when the current frame is significantly different from the 
previous frame.  

In this work, the inter-frame difference is measured using the 
histogram chi-square distribution approach [6]. The chi-square 
metric between the current frame 𝐼! and the previous frame 𝐼!!! is 
defined as 

 

𝐶 ℎ! , ℎ!!! =
ℎ𝑖
𝑡−1−ℎ𝑖

𝑡 2

ℎ𝑖
𝑡−1+ℎ𝑖

𝑡
!""
!!! ,                          (5) 

48
IS&T International Symposium on Electronic Imaging 2017

Intelligent Robotics and Industrial Applications using Computer Vision 2017



 

 

where ℎ!!!!  and ℎ!!  are the 𝑖 -th bin value of the normalized 
luminance histogram for 𝐼!!!  and 𝐼! , respectively. The scene 
change is detected if 𝐶 ℎ! , ℎ!!!  is greater than the threshold 𝜃, set 
as 𝜃 = 0.005 in this work. 

In Figure 5, for example, region maps are shown for 
consecutive video frames in the same scene. Due to same GMMs 
in the scene, each region keeps temporal consistency. Specifically, 
there is no flickering on the background regions (blue and red). 
Also, in foreground objects, the boundary of the moving object is 
consistent through motion changes. 

3. Complexity Regularization for Real-time 
Video Applications 

In the proposed scheme, the initial K-means clustering and the 
EM method cause much complexity due to large number of 
iterations. To alleviate the computational loads, the initial K-means 
clustering and the EM iterations are processed on the reduced 
domain down-sampled from the original frame size. 

Figure 6 summarizes the complexity regularization scheme in 
this work. Specifically, the scene change detection compares only 
luminance histogram differences between two consecutive frames. 
Then, both K-means initialization and EM method work on the 
reduced domain (120×67 resolution in this work) sampled from 
the original domain ( 1,920×1,080  FHD resolution). In final 
expectation stage for the region mapping and the probability 
mapping, the original domain is utilized for fine resolution 
segmentation result.    

4. Video Segmentation and Application to 
Contrast Enhancement 

First, the proposed video segmentation scheme is evaluated 
on various video contents. As shown in Figure 7, each region is 
effectively separated from the original video frames (6 GMMs in 
this work). While each region contains pixels with similar colors, 
however, it does not extract explicit object boundaries, which is the 
limitation of unsupervised video segmentation.  

Then, for real-time video application, the proposed video 
segmentation scheme is coupled to video contrast enhancement 
(CE). The locally enhanced image 𝐼 𝑝  is defined as 

𝐼 𝑝 = 𝑃! 𝑝 𝐶𝐸!(𝐼 𝑝 )!
!!! ,                  (6) 

where 𝐶𝐸!(∙) is a local CE function for 𝑘-th region and 𝑃! 𝑝  is 
the probability value of the pixel 𝑝 at the 𝑘-th region.  

In Figure 8, the CE result is demonstrated. Compared with the 
global CE result in Figure 8-(c), the adaptive CE result in Figure 8-
(d) shows more dynamic picture quality due to local processing 
using the proposed video segmentation scheme. 

5. Conclusion 
In this paper, we presented a simple but efficient video 

segmentation system for real-time video applications. The pixel-
wise region segmentation partitioned pixels with similar colors 
using a GMM fitting. Then, we employed a chi-square test for 
scene change detection, and the GMMs are unchanged in the same 
video scene for temporal consistent segmentation result. Finally, 
the complexity regularization in the proposed GMM-based video 
segmentation scheme enabled a real-time implementation in h/w-
constrained environment. Therefore, we believe that the proposed 
system is a promising framework for real-time video analysis 
applications in embedded video processing system. 

 
 

Figure 6. Block diagram of the proposed video segmentation scheme in 
implementation. Note that full processing time is under single frame 
duration for real-time implementation (33 ms in 60 Hz video input, for 
example). 
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Figure 7. Unsupervised video segmentation results on various video contents: (a) Girl, (b) Man, (c) Bird, and (d) Animation. 
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Figure 8. Contrast enhancement using the proposed pixel-wise region segmentation scheme: (a) Region map, (b) corresponding probability map for 
(a), (c) global contrast enhancement, and (d) region-based local contrast enhancement. 
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