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Abstract 
Demographic prediction is a very important component to 

build mobile user profile that can help improve personalized 

services and targeted advertising. However, demographic 

information is often unavailable due to user privacy issue. This 

paper presents technologies and algorithms to build demographic 

prediction classifiers based on mobile user data such as call logs, 

app usages, Web data and so on. To associate those data with 

demographic information, we implemented a system that consists of 

two parts: mobile application for data collection with web 

infrastructure for user survey administration (i.e. gender, age, 

marital status and so on), and classifiers to predict demographic 

information. In the demographic prediction, we focus on user 

interest which is semantically extracted from Web data rather than 

other mobile data. To capture user interest more precisely, advanced 

topic model called ARTM (Additive Regularization of Topic Models) 

used. Using user interest as features, the experimental results show 

our system achieves demographic prediction accuracies on gender, 

marital status, and age as high as 97%, 94%, and 76%, respectively 

using deep learning. 

Introduction 
Mobile phones changed our lives considerably during the past 

decades. They have evolved from simple communication devices 

into a primary center for information, entertainment and social in-

teraction. This transition has been encouraged by numerous applica-

tions and services supported by modern mobile platforms. At the 

same time, mobile phones became equipped with various hardware 

sensors to collect various types of information and software appli-

cations to store diverse statistics of user activity. 

Our task is to build a demographical model, which will recog-

nize demographic characteristics of user, such as gender, marital sta-

tus and age. Such demographic information play a crucial role in 

personalized services and targeted advertising. 

Previous research on demographic prediction algorithms has 

been predominantly focused on separate use of data sources such as 

web data [1-3], mobile data [3-5] and application data [6]. Our re-

search intends to examine usage of all possible types of available 

information presented in modern mobile devices and select the best 

combination of features to improve the prediction accuracy. 

However, several issues still remain in the previous work. First 

problem is that we need to avoid leaking of sensitive information 

about the user. Since, by its definition, marital status, age and user 

data tend to be sensitive, it is important to analyze the user behavior 

on the mobile device. The second problem is that mobile devices 

have limited resources. Hence, the demographical model needs to 

be quite lightweight in terms of computational complexity and 

memory consumption. 

We trained our demographic model on server and exported it 

on mobile device. 

We collected an extensive dataset with various available types 

of features from mobile users with our own application. Users filled 

form with questions about gender, age, marital status and so on. 

 We used different types of data for demography prediction like 

call log, sms log, application usage data and so on. Most of them are 

easily transformed to be used as features for the demographic pred-

ication, except the Web data.  

So, the third problem we had to solve was the need to present 

somehow a massive text data from Web pages in the form of an input 

feature vector for the demographic model. 

Hence, we used advanced NLP technologies based on proba-

bilistic topic modeling algorithm [7] to extract meaningful textual 

information from the Web data. 

We chose to extract user’s interests from Web data. On the one 

side, we obtain a compact representation of a Web user data that can 

be used for training the demographic classifier. On the other side, 

user’s interests can be directly used by the content provider for better 

targeting in advertisement services or other interactions with the 

user. 

Hence, it is important to extract information about user inter-

ests, for example which books he may read or buy, which sports are 

interesting for the user or which purchases he could potentially 

make.  

To achieve flexibility of demographic prediction or provide 

language independence, we decided to use common news categories 

as a model of user interests. News streams are available in all possi-

ble languages of interest. Its categories are also reasonably universal 

across languages and cultures. It allows us to build multi-lingual 

topic model. 

First we should build and train topic model with classifier of 

text data to specified categories (interests). The list of wanted cate-

gories can be given by content provider. The topic model categorizes 

the text extracted from Web pages. We build topic model with the 

Additive Regularization of Topic Models (ARTM) algorithm. Then 

we extract user interests using trained topic model. ARTM can be 

used not only for clustering, but for classification for a given list of 

categories. ARTM is based on generalization of two powerful algo-

rithms: probabilistic latent semantic analysis (PLSA) [9] and latent 

Dirichlet allocation (LDA) [7]. The additive regularization frame-

work allows imposing additional necessary constraints on the topic 

model, such as sparseness or desired words distribution. 

Second, the demographic model is trained using dataset col-

lected from mobile users.  

We extracted features from the collected data with the help of 

topic model trained on previous step. The demographic model con-

sists of several (in our case 3) demographic classifiers. Demographic 

classifiers have to predict the age of the user (one of labels “0-18”, 

«19 - 21», «22 - 29, "30+"), gender (male or female) or marital status 

(married/not married) based on  given feature vector.  

The fourth problem is that we cannot predict in advance which 

language will the user use. Hence, it is important that the model 

needs to be multi-lingual. A speaker of another language may only 

need to load data for his own language. 

ARTM allows inclusion of various types of modalities (trans-

lations into different languages, tags, categories, authors, etc.) into 

one topic model.  

We used cross-lingual features to implement a language-inde-

pendent (multilingual) NLP procedure. The idea of cross-lingual 

feature generation consists of training one topic model on transla-
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tions of documents into different languages. The translations are in-

terpreted as modalities, in such a way it is possible to embed texts 

in different languages into the same space of latent topics. 

 

Topic model 
At the first stage, we need to analyze webpages viewed by the 

user. Our webpage analysis steps consist of preprocessing 

webpages, probabilistic latent semantic analysis (PLSA), the exten-

sion of PLSA with Additive Regularization of Topic Models 

(ARTM), and document aggregation steps, described in Sections 

2.1-2.4, respectively. 

Preprocessing 
The major source of our observation data is webpages browsed 

by the user. We preprocess the web pages as follows: remove HTML 

tags, perform stemming or lemmatization of every word, remove 

stop words, lowercase all characters and translate webpage content 

into a target languages. In our system, we have three target lan-

guages: Russian, English and Korean. In order to do the translation, 

in our experiments we used the Yandex machine translation system1. 

Probabilistic Latent Semantic Analysis 
In order to model user interests, we need to analyze documents 

viewed by the user. Topic modeling enables us to assign a set of 

topics T and to use T in order to estimate a conditional probability 

that word w appears inside document d: 

 

𝑝⟨𝑤|𝑑⟩ = ∑ 𝑝⟨𝑤|𝑡⟩𝑝⟨𝑡|𝑑⟩𝑡∈𝑇                                        (1) 

 

where T is a set of topics. In line with Probabilistic Latent Se-

mantic Analysis (PLSA) by (Hofmann, 1999)[9], we follow the as-

sumption that all documents in a collection inherit one cluster-spe-

cific distribution for every cluster of topic-related words. Our pur-

pose is to assign such topics T, which will maximize a functional L: 

 

𝐿(𝛷, 𝛩) = 𝑙𝑛∏ ∏ 𝑝(𝑤 ∨ 𝑑)𝑛𝑑𝑤𝑤∈𝑑𝑑∈𝐷 → 𝑚𝑎𝑥
𝛷,𝛩

                 (2) 

 

where ndw denotes the number of times that word w is encoun-

tered in a document d, Φ=(p(w|t))WT=(φwt)WT is the matrix of term 

probabilities for each topic, and Ө=(p(t|d))TD=(θtd)TD is the matrix 

of topic probabilities for each document. After plugging (1) into (2), 

we obtain the equations (3), (4): 

 

𝐿(𝛷, 𝛩) = ∑ ∑ 𝑛𝑑𝑤𝑤∈𝑑𝑑∈𝐷 𝑙𝑛 ∑ 𝑝(𝑤 ∨ 𝑡)𝑝(𝑡 ∨ 𝑑)𝑡∈𝑇 → 𝑚𝑎𝑥
𝛷,𝛩

    (3) 

 
∑ 𝑝⟨𝑤|𝑡⟩ = 1,𝑝⟨𝑤|𝑡⟩ ≥ 0;𝑤∈𝑊 ∑ 𝑝⟨𝑡|𝑑⟩ = 1,𝑝⟨𝑡|𝑑⟩ ≥ 0;𝑡∈𝑇       (4) 

Additive Regularization of Topic Models 
One of the problems in our case is that zero probabilities are 

not acceptable to the natural logarithm in (3). To overcome this prob-

lem, we followed the method by Vorontsov and Potapenko (2015)[8] 

which they call Additive Regularization of Topic Models (ARTM). 

First, we added the regularization coefficient R(Φ, Ө): 

 

𝑅(𝛷, 𝛩) = ∑ 𝜏𝑖
𝑟
𝑖=1 𝑅𝑖(𝛷,𝛩), 𝜏𝑖 ≥ 0                                               (5) 

 

                                                                 
1translate.yandex.ru 

where τi is a regularization coefficient and Ri(Φ, Ө) is a set of 

different regularizers. In this work, we used the smoothing regular-

izers for the both matrices Φ, Ө. First, we can define the the Kull-

back-Leibler divergence as follows: 

 

𝐾𝐿(𝑝 ∨ 𝑞) = ∑ 𝑝𝑖
𝑛
𝑖=1 𝑙𝑛

𝑝𝑖

𝑞𝑖
                                                         (6) 

 

The Kullback-Leibler divergence evaluates how well the dis-

tribution p approximates another distribution q in terms of infor-

mation loss. In order to make the smoothing regularization the val-

ues p(w|t) in the matrix Φ, we need to find such fixed distribution 

β=(βw)wW  that can approximate p(w|t). Hence, we look for the min-

imum of KL values: 

 
∑ 𝐾𝐿𝑤𝑡∈𝑇 (𝛽𝑤 ∨ 𝜙𝜔𝑡) → 𝑚𝑖𝑛

𝛷
                                                   (7) 

 

Similarly, to make the smoothing regularization of the matrix 

Ө, we leverage another fixed distribution α=(αt)tthat can approx-

imate p(t|d): 

 
∑ 𝐾𝐿𝑡𝑑∈𝐷 (𝛼𝑡 ∨ 𝜃𝑡𝑑) → 𝑚𝑖𝑛

𝛩
                                                     (8) 

In order to achieve the both minima, we combine the formulas 

(7) and (8) into a single regularizer Rs(Φ, Ө): 

 

𝑅𝑠(𝛷, 𝛩) = 𝛽0∑ ∑ 𝛽𝜔𝑤∈𝑊𝑡∈𝑇 𝑙𝑛𝜙𝜔𝑡 +
𝛼0∑ ∑ 𝛼𝑡𝑡∈𝑇𝑑∈𝐷 𝑙𝑛𝜃𝑡𝑑 → 𝑚𝑎𝑥             (9)                                                                                               

 

Finally, we combine L(Φ, Ө) with Rs(Φ, Ө) in a single formula: 

 

𝐿(𝛷, 𝛩) + 𝑅𝑠(𝛷, 𝛩) → 𝑚𝑎𝑥
𝛷,𝛩

                                                   (10) 

We maximize this expression using the EM algorithm by 

(Dempster et al., 1977)[17]. 

Document aggregation 
After we applied the topical model ARTM, it is possible to de-

scribe each topic t with the set of its words w using the probabilities 

p(w|t). We are also able to map each input document d into a vector 

of topics T according to probabilities p(t|d). At the next step, we need 

to aggregate all topical information about the documents d1u, .., dnu  

viewed by the user u into a single vector. In order to do such aggre-

gation, we average the obtained topical vectors pu(ti|dj) as follows: 

 

𝑝𝑢(𝑡𝑖 ∨ 𝑑) =
1

𝑁𝑑

∑ 𝑝𝑢
𝑁𝑑
𝑗=1 (𝑡𝑖 ∨ 𝑑𝑗𝑢)                                         (11) 

 

where Nd is denotes the number of documents viewed by a user 

u, and dju is the j-th document viewed by the user. 

The resulting topic vector (or user interest vector) is used as 

feature vector for demographic model. 

 

Demographic model 
Once the information about topics is aggregated, we need to 

build a demographic model. Demographic model consist of several 

demographic classifies. In our case: age classifier, gender classifier 

and marital status classifier. In this work, we chose to use the deep 

learning approach using the Veles framework. Each classifier was 

built with neural network and optimized with genetic algorithm. The 

architecture of neural network is based on the multi-layer perceptron 

(Collobert and Bengio, 2004)[18]. We select possible architecture of 
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the each neural network and optimal hyper-parameters using the ge-

netic algorithm. 

Table I. Parameters adjusted by genetic algorithm 

Parameter Min value Max Value 

#Neurons 8 256 

Learning rate 0.0001 0.1 

Weights decay 0 0.01 

Gradient moment 0 0.95 

Weights deviation 0.00001 0.1 

 

We use several hyper-parameters of the neural network archi-

tecture: size of minibatch, number of layers, number of neurons in 

each layer, activation function, dropout, learning rate, weights de-

cay, gradient moment, standard deviation of weights, gradient de-

scent step, regularization coefficients, initial ranges of weights, 

number of examples per iteration. Genetic algorithm enables us to 

adjust these hyper-parameters. Also, we used the genetic algorithm 

to select optimal features in input feature vector and reduce size of 

input feature vector of demographic model. 

When we apply the genetic algorithm, we create a population 

P with M=75 instances of demographic classifiers with the above-

mentioned parameters. Afterwards, we use error backpropagation to 

train these classifiers. As the result of training, we chose the classi-

fiers with the highest performance in terms of demographical profile 

prediction. Afterwards, we apply a cross-over operation in order to 

add new classifiers into the population. Our crossover consists of 

random substitution of numbers taken from the parameters of two 

original classifiers, in the case when these parameters are mismatch-

ing in the classifiers. For example, if classifier C1 contains n1=10 

neurons in the first layer, and classifier C2 contains n2=100 neurons, 

then we may replace its value to 50 in the crossover operation. We 

use the newly created classifier C3=crossover(C1, C2) to replace 

some classifier with the worst performance in the population. We 

also apply the operation of mutation in order to introduce modifica-

tions of best classifiers. We add each classifier with new parameters 

to the population of classifiers; afterwards we retrain all new classi-

fiers and measure their performance. We continue this process while 

we can observe the improvement of the classification performance. 

Finally, we choose the demographic classifier with the best perfor-

mance in the last population. 

 

Experiments 
In this section, we describe our data collection procedure and 

demographic prediction results. 

Data Collection 
The information collected from mobile phones of users can be 

used to predict many types of demographic parameters; however 

this work mainly focused on gender, marital status and age. 

To build robust demographic prediction models, we collected 

an extensive dataset with various available types of features from 

mobile users. To accomplish this task, we developed an entire sys-

tem: 1) Mobile application, which is implemented on Android plat-

form, periodically captures and save user activities on the mobile 

device with user permission and sends it to a server 2) Server that 

monitors and controls data collection. More than 500 users have 

been involved for the data collection which lasts from March 2015 

till October 2016. Each user supplied data for at least 10 weeks. To 

associate the collected data with demographic information, each re-

spondent had to fill a questionnaire with the following questions: 

date of birth, gender, marital status, household size, job position, 

work schedule, children and income. Note that the process of data 

collection, storing and processing was totally anonymized. 

The collected mobile user data features were largely divided 

into three main categories as follows: call+sensors data, application 

and web data. 

Call+sensors data consists of SMS and call log, battery status, 

cell tower data, light sensor status, location information, magnetic 

field and Wi-Fi data (some depending on availability). 

Application data includes such information as package name, 

time of installation, price, market name, and category name. Appli-

cation market-related information is obtained from Google Play 

store, Amazon App store and Samsung Galaxy Apps store. 

Web data is obtained from various browsers (i.e. Google 

Chrome or Samsung Browser) by using Android platform content 

provider functions to get history. The history of browsing is then 

used to get textual (Web page content) information for further anal-

ysis by natural language processing (NLP) algorithms. 

Demographic Prediction Results 
For demographic prediction, we explored different ML ap-

proaches and methods such as support vector machines (SVM) [10], 

neural networks (NNs) [11] and logistic regression [12]. Early accu-

racy tests (without optimization) has been performed, results pre-

sented in table II. 

Table II. Tests results (without optimization) 

   Algorithm 
Accuracy 
(gender) % 

Accuracy 
(marital) % 

Accuracy 
(age) % 

Fully connected 
NNs 

84.85 68.66 51.25 

Linear SVM 75.76 61.19 42.42 

Logistic 
regression 

72.73 52.24 43.94 

 

Through the early tests, we chose the NN approach to build 

demographic prediction classifier. Currently different deep learning 

frameworks are available for training NNs: Caffe [13], Torch [14], 

Theano [15] and others. However, we used our custom deep learning 

framework (Veles) [16] because it was designed as a very flexible 

tool in terms of workflow construction, data extraction and prepro-

cessing, visualization, with an additional advantage in the ease of 

porting of the resulting classifier to mobile devices. 

We implemented genetic algorithm to find the optimal NN con-

figuration. Such parameters of NNs as topology (number of neurons 

in layers) and hyper-parameters (learning rate, weights decay, etc.) 

had been optimized. The number of topic features had also been op-

timized. For instance, the initial number of ARTM features was de-

creased from 495 to 170. The demographic prediction accuracies us-

ing topic features generated from ARTM and LDA are shown in Ta-

ble III. Our final experimental results shows our system achieves 

demographic prediction accuracies on gender, marital status, and 

age as high as 97%, 94%, and 76%, respectively. 

Table III. A comparison of accuracy b/w ARTM and LDA 

Task Demographic Prediction 
Accuracy (%) 

ARTM LDA 

Gender 93.7 88.9 

Marital status 87.3 79.4 
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Age 62.9 61.3 

Gradient moment 0 0.95 

Weights deviation 0.00001 0.1 

 

 

Conclusion 
This work describes novel approaches for demographic predic-

tion using mobile user data. To achieve highly accurate result, we 

examine usage of all available in modern mobile phone sources of 

information. 

To find the best solution, we build a framework from data col-

lection campaign to final model fine-tuning by testing different al-

gorithms with various sources. NN approach based on user interest 

captured by ARTM is the best candidate for the demographic predi-

cation. 

The obtained models can be useful to infer user demographics 

in content targeting or mobile phone personalization. 
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