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Abstract
In the field of Automated Optical Inspection (AOI), measur-

ing the 3D profile of objects can be of paramount importance, en-
abling the measure of surface roughness, critical small or large
scale dimensions in x, y and z, radius of curvature; all of which
requiring a high level of accuracy and repeatability. This pa-
per presents a depth from focus surface profile recovery approach
using a tunable lens. Two prototype systems and calibrations
steps are detailed, several focus measures are introduced and im-
plemented. Experimental results shows the applicability of the
approach to small scale depth measurements and surface recon-
struction.

Introduction
Depth from focus (DFF) and its counterpart, depth from de-

focus (DFD), are approaches used to obtain the depth profile of
an object or a scene from a series of images captured at different
focus distances (DFF) or under different focus conditions (DFD).
These approaches saw their inception with the seminal paper from
Pentland [1]. DFF and DFD have then been studied and imple-
mented in both the academic [2, 3, 4, 5, 6, 7] and the industrial
world [13]. The generally accepted difference between DFF and
DFD is that in DFF the image capture parameters remain constant
and focus distance changes (the camera moves along the depth
axis), while with DFD the image capture parameters change (ex.
lens aperture, lens focus, relative distance between the lens and
the sensor,...) ([4, 5]). While these approaches allow high res-
olution measures (e.g. roughness, that is sub-micron scale 3D
surfaces [13]), the time taken to acquire images is relatively long
due to the scanning motion of the translation stage employed to
vary the focus distance of the imaging system. The relatively re-
cent introduction of electrically focal length tunable lenses allows
capturing a stack of images without motion and at as high a speed
as 10ms per images (e.g. [15, 16]), providing the camera per-
mits such a frame rate. This paper describes the implementation
of a tunable lens for motionless image capture at different focus
heights and the inspected object profile reconstruction. From the
difference between DFF and DFD discussed above, the present
work can be seen as belonging to both categories: it is by nature
DFF since the focus distance varies, but this variation isn’t ob-
tained by changing the physical distance between the object and
the camera but by changing the tunable lens parameters. This
paper identifies the main parameters deciding upon the accuracy
of a depth measure: optical system performances, focus measure
accuracy and system calibration. The optical system including a
tunable lens is described in the first section, the second section in-
troduces the image processing and several focus measures, while
the two remaining sections are dedicated to system calibration and
experimental results.

Optical system
An ideal optical system for DFF would have an infinitely

small depth of field. Theory and practice of optics show however
that the depth of field is limited by diffraction and the wave nature
of light. Depth of field in air for a microscope objective can be
well approximated by [10]:

δz =
λ

NA2 (1)

where λ is the wavelength of the illumination source and NA the
numerical aperture of the microscope objective. The resolving
power in the object plane is

δxy =
1.22λ

2NA
(2)

Two prototype systems were built for this study, each comprising
a main imaging lens and a tunable lens. Both systems implement
a microscope lens, the difference being that one uses an infinite
conjugate microscope lens while the other uses a finite conjugate
microscope lens. Explanations about the differences between in-
finite and finite conjugate microscope lenses can be found in [11].
Since the microscope lens isn’t used on its own but together with
other optical elements, the above formula only gives an approx-
imation to the depth of field. Also, the depth of field is not an
absolute value where anything outside the above defined depth of
field is out of focus and everything within is in focus: within the
theoretical depth of field, variation of focus can be observed. Us-
ing a blue light of wavelength 470nm, the microscope objective
used in the finite conjugate system having a NA=0.1, the depth
of field given by eq.1 is 47µm (noting this is for the microscope
lens itself, the depth of field for the whole system was measured
with an inclined ronchi ruling target to be about 40µm). It will be
shown that with an appropriate system calibration, a depth reso-
lution higher than this theoretical depth of field can be obtained.

In addition to an ideally narrow depth of field, the best op-
tical configuration for DFF is a telecentric optical system [19],
for which the property of interest is that the magnification ratio
remains constant over a range of distances from the lens to the
object. There are several ways to obtain a telecentric system, the
first one being to use a telecentric lens, two other approaches are
explored in this study. The first one is based on a finite conju-
gate microscope lens and inspired by the work in [12], while the
second approach employs an infinite conjugate microscope lens
described in [18] for light sheet microscopy applications. While
both systems were assembled, built and tested, the former was
used for the experiments reported in this article and for compari-
son with an existing metrology system, the Keyence VR3000 se-
ries; the reason being that their magnification ratios and depth res-
olutions are comparable. The infinite conjugate lens based system
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Figure 1: Infinite conjugate lens based tunable lens optical system diagram.
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Figure 2: Finite conjugate lens based tunable lens optical system diagram.

is shown in fig.1. It consists in an infinity corrected microscope
lens (Nikon L-plan 10x), a tube lens (Thorlabs ITL200), a relay
lens, the tunable lens, another relay lens and a camera. The use
of an infinite conjugate lens permits the introduction of a beam
splitter in the optical path for coaxial illumination. The tunable
lens is located at the back focal plane of the objective lens, which
corresponds to the Fourier transform of the exit pupil of the ob-
jective lens. The placement of the relay lenses and tunable lens
corresponds to that of a 4-f system.

The finite conjugate lens based system requires less elements
than the infinite conjugate system and is more compact (fig.2). It
comprises a finite corrected microscope lens (Nikon plan 4/0.1
160/ ), an intermediate lens, the tunable lens and a camera. Con-
trary to the infinite conjugate based system, the finite conjugate
system doesn’t allow the introduction of a coaxial light in the
imaging path, a ring light is used as the light source.

Tunable lens
An electrically focus tunable lense (EFTL), also known as

liquid lense or more simply as tunable lense (TL), is a single op-
tical element for which the radius of curvature (equivalently, the
focal length) can be changed electrically. They are classified de-
pending on the material of the lens itself and the technology used
to vary their focal length. Polymer based tunable lenses are con-
trolled by a current which changes the radius of curvature of a
polymer material (optotune, [15]). The other main class of tunable
lenses are based on the concept of electro-wetting, where the elec-
trical control parameter is a voltage (varioptics, [16]), changing
the radius of curvature of an optically transparent liquid material.
The present work was carried out with the Optotune tunable lens
model EL-10-30-C. The control of the tunable lens is performed
by a high precision current source. A custom made current source
was designed to be compatible with Arduino development boards.
The high precision current source integrated circuit (IC) is based
on the ADN8810, the same component as implemented in Opto-
tune’s own lens controller. The ADN8810 data sheet explains the
relationship between the IC current control code and the output
current, which depends on only a small number of external com-
ponents. The interesting property of using this IC together with

the tunable lens is that the relationship between the optical power
(i.e. the inverse of the focal length) of the tunable lens and the
current source control code is linear. The following section will
show that in addition, there is a linear relationship between the
tunable lens’s optical power and the focus distance, it will then
be possible to capture images at well defined focus distances, by
setting the appropriate control current. The tunable lense used in
this project is a temperature sensitive device, it should be used in a
temperature controlled environment and allowed to warm-up for
an appropriate period, if the temperature varies during the mea-
surement, a proper calibration should be carried out in order to
correct the influence of temperature on the EFTL’s focal length.

System analysis
This section explains how the relationship between the focus

distance and the tunable lens optical power (the inverse of the
focal length) is obtained. The analysis of the optical systems is
done with matrix optics under the paraxial approximation, and
while this is not the most accurate way to modelize an optical
system, it provides a good indication of the relation between the
main physical parameters involved. The ABCD matrix for the
finite conjugate is:

[MFC] =


1 ai
0 1


1 0
−1
fT L

1


1 dT L
0 1


AIL BIL
CIL DIL


×


1 di
0 1


1 0
−1
fmic

1


1 a
0 1

 (3)

where a is the distance between the object and the imaging lens
of focal length fmic, di the distance between the imaging lens and
the imaging lens, separated from the tunable lens by dT L, the tun-
able lens focal length is variable and noted fT L. ai is the distance
between the tunable lens and the image plane (fig.2). The inter-
mediate lens can be a single bi-convex lens or an achromatic lens,
hence the more general notation for the ABCD matrix for the in-
termediate lens. When the magnification ratio doesn’t depend on
the focus distance, the system has the important property of a tele-
centric lens: its magnification ratio remains constant over a range
of distances. Eliminating the dependence on the focal length for
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the constant magnification condition, the magnification ratio can
be found to be :

mFC = ai(CIL[1−diPmic]−DILPmic) (4)

where Pmic =
1

fmic
. The working distance is then:

a =
−Blenses −aiDlenses

aiClenses
(5)

where Blenses = AILdi+BIL +dT L[CILdi+DIL], Clenses =CIL[1−
diPmic]−DILPmic and Dlenses = −PT LBlenses +CILdi +DIL. The
relationship between the focus distance is thus of the form:

a = αPT L +β (6)

where α and β are constants depending on the characteristics of
the optical system. Eq.6 shows that the working distance (i.e. fo-
cus distance) and the optical power PT L of the tunable lens follow
a linear relationship, as will be demonstrated experimentally in
section on system calibration. In the case of the Optotune tun-
able lens, PT L is itself proportional to the control current applied
to the lens, hence, the focusing distance a also follows a linear
relationship with the tunable lens control current.

The matrix analysis for the infinite conjugate based optical
system follows the same principles but is more tedious; calcula-
tion are simplified by splitting the system into two subsystems,
one comprising the imaging lens and the other the tunable lens.
Main results are reported below. The system is a 4-f system, that
is:

fr1 = fr2 = dc = dr2 = dT L = d4F (7)

where fr1 and fr2 are the focal length of the relay lenses, and the
distances are defined on fig.1 as follows: dc is the distance from
the camera sensor to relay 2, dr2 the distance between relay lens 2
and the tunable lens, dT L is the distance between the tunable lens
and the relay lens 1. Taking into account the condition expressed
in eq.7 and setting a magnification ratio mIC independent from the
focus distance do, one can obtain an expression for the variation
of the focus distance ∆do as a function of the tunable lens optical
power ∆PT L:

∆do =−
∆PT Ld2

4 f

m2
mic

(8)

where PT L is the optical power (diopter) of the tunable lens. For
the infinite conjugate system the focus distance is therefore also a
linear function of the lens’ optical power, itself a linear function
of the lens’ control current.

Focus measure and depth reconstruction
A focus measure can be seen as an operator indicating the

amount of sharpness in an image at a given pixel location. The
difficulty in evaluating the focus is multifold: focus measure de-
pends on the texture of the object, the object illumination, the
noise present in the captured image (which itself depends on other
various factors such as camera gain, light intensity,...), the imag-
ing system resolution, ... Providing an ideal optical system with
an infinitely small depth of field, an ideal focus measure would

behave as a Dirac impulse function: equal to 1 when the object
is in focus, 0 otherwise. Such ideal optical system doesn’t ex-
ist, neither does such ideal focus measure, and this is related to
the finite impulse response of any optical system, described by
its Point Spread Function (PSF). A thorough comparison of focus
measures is done by Pertuz et al. in [6]. For each focus measure
used in this study and detailed below, (x,y) is the location at which
sharpness is evaluated and I the domain of interest of dimensions
(M,N) over which focus is evaluated.

Sum of Squared difference (SSD)
The Sum of Squared Difference (SSD) is a well known dis-

tance measure operator, used for example in template matching.
It is introduced here as a focus operator:

ΦSSD(I(x,y)) = ∑
M

∑
N
[I(x,y)− I(x+ sx,y+ sy)]

2 (9)

The steps sx and sy are chosen to be one pixel, and the do-
main over which the SSD is applied is the sub-window centered
on the pixel at location (x,y) where sharpness is evaluated. The
idea is here that the sum of square difference between an image,
or sub-window, and a copy of itself shifted in X and Y by 1 pixel
is all the larger as the image contains high frequency information.
For a very blur image, the difference between the image and its
shifted copy is close to zero.

Variance Of Laplacian (VL)
Variance of Laplacian was first introduced in [17] and was

compared to other focus measure in [6]. Laplacian based operator
shows the best overall performance in normal image conditions,
but the addition of noise tends to degrade the performance of these
operators. This can be expected at small scale (high magnification
ratio), where the structure and texture of the object present noise
like variations. Variance of Laplacian is implemented as:

ΦV LI(x,y) =
1

MN ∑
M

∑
N
[∆I(x,y)−∆I(x,y)]2 (10)

where ∆I(x,y) is the Laplacian of the area of interest I:

∆I(x,y) =
∂ 2I
∂x2 +

∂ 2I
∂y2 (11)

Tenengrad (Ten)
The Tenengrad operator is computed by applying the Sobel

operator to the image or a sub-window centered on the pixel of
interest ([12, 17]):

ΦT EN(I(x,y)) = ∑
M

∑
N
[S(x,y)]2 (12)

where

S(x,y) =


[Gx(x,y)]2 +[Gy(x,y)]2 (13)

with Gx(x,y) and Gy(x,y) being the result of the Sobel operator
applied to the area of interest I respectively along the x and the y
direction.
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Normalized Gray Level Variance (NGLV)
This operator is introduced in [17], it measures the variance

of the grey level intensity across the image and is normalized to
the averaged grey level in the image or region of interest:

ΦNGLV (I(x,y)) =
1

µMN ∑
M

∑
N
[I(x,y)−µ]2 (14)

where µ = I(x,y) is the average intensity in the sub-window cen-
tered on pixel x,y.

Modified Laplacian (ML)
This operator was first introduced in [8] to overcome the case

where the Laplacian operator cancels out in particular situation
where the texture in the object leads to opposite signs of the partial
second derivative in x and in y.

∆MLI(x,y) =
 ∂ 2I
∂x2

+  ∂ 2I
∂y2

 (15)

The modified Laplacian based focus operator is calculated by a
discrete approximation of eq.15:

ΦMLI(x,y) = ∑
M

∑
N
|2I(x,y)− I(x− sx,y)− I(x+ sx,y)|+2I(x,y)− I(x,y− sy)− I(x,y+ sy)


(16)

As for the SSD operator, the steps sx and sy have also been chosen
to be 1 (also the choice of [6]), but experimentation can be carried
to evaluate the performances of this operator for other step sizes.

Variance of Gaussian of Laplacian (VGL)
Laplacian is sensitive to noise and so is variance of Lapla-

cian, the rational is here to compute the Laplacian of the region of
interest, apply a Gaussian filter to the Laplacian, and compute the
variance of the obtained Gaussian of Laplacian.

ΦV GL(I(x,y)) =
1

MN ∑
M

∑
N
[Γ(∆I)−Γ(∆I)]2 (17)

where Γ is a Gaussian filter operator.
The remaining focus measures described below consist in

evaluating the focus variation along the z-axis direction over a
segment of length swz at each Iz, the area of interest at depth z.
In other words, these focus measures are computed in a 3D sub-
window.

Variance of Laplacian of Tenengrad (VTEN)
Variance of Laplacian is known to be sensitive to noise,

while Tenengrad is much less sensitive to noise. The idea arose
then to combine both operator: apply the Tenengrad operator in
a sub-window of the image and then apply a Variance of Lapla-
cian along the z axis, that is along the stack of captured images.
A one dimensional variance of Laplacian is applied to the two
dimensional focus measure, as:

ΦV T EN(I(x,y)) = ∑
swz

[∆ΦT EN(Iz)−∆ΦT EN(Iz)]
2 (18)

3D Variance of Laplacian (VVL)
3D variance of Laplacian can be see as a one dimensional

z Variance of Laplacian applied to the Variance of Laplacian ap-
plied to a single plane. It is expressed as:

ΦVV L(I(x,y)) = ∑
swz

[∆ΦV L(Iz)−∆ΦV L(Iz)]
2 (19)

Variance of Laplacian of Sum of Square Difference
(VSSD)

Here, following the same principle as for Vten and VVL,
VSSD consists in applying a variance of Laplacian along the z-
axis for a series of SSD focus operators applied to a series of
areas of interest. It is expressed as:

ΦV SSD(I(x,y)) = ∑
swz

[∆ΦSSD(Iz)−∆ΦSSD(Iz)]
2 (20)

The concept of variance of Laplacian along the Z axis can be
applied to any other focus measure operator, it allows measuring
the variation of the defocus along this direction.

Depth reconstruction
An efficient approach to obtain a 3D profile of an object us-

ing DFF is described in [9]: it consists in applying a focus opera-
tor at pixel level, obtain a measure of the focus at each pixel, and,
assuming a Gaussian model for the defocus of the image capture
system, obtain the depth at each pixel with the highest focus by in-
terpolating a Gaussian defocus model at these pixels locations. In
this study Gaussian defocus model of the imaging system aren’t
required, depth maps are obtained by spatially filtering pixels with
the highest focus at each image in a stack of images captured at
different focus distances. The amount of focus is measured by one
of the focus measure presented in the previous sections. A stack of
in-focused regions of interest (ROI) is then obtained, from which
the surface profile of the object is reconstructed.

System calibration
Calibration of the system is essential for any metrology ap-

plication. The proposed calibration approach requires the imaging
system to be mounted on a translation stage so that the distance
between the lens and a reference surface can be varied. The trans-
lation stage used here is a high precision 1µm resolution manual
vertical stage (Thorlabs). Calibration is performed as follows: at
each regularly spaced position defined by the vertical translation
stage, a series of images is captured at different focal length set-
ting of the tunable lens. For each captured image a focus mea-
sure is computed. This results in a series of Gaussian-like curves
as shown on fig.3 where the Tenengrad focus measure was used
to illustrate the calibration principle. If the focus measure accu-
rately detects the plane of best focus, then the maximum of each
Gaussian-like curves, obtained at a particular current setting of
the tunable lens, should match the corresponding height setting
of the micrometer. A correspondence between the control current
applied to the tunable lens and the height at which the optical sys-
tem focuses can then be established, and the plot of fig.4 shows
that the relationship between the control current applied to the
tunable lens and the height at which the system focuses is linear.
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Such linear relationship had already been established in eq.6. On
fig.4, the ground truth height points are the actual height as dialed
on the micrometer stage (0, 50µm, 100µm, ... ) corresponding
to the local maximum of the Gaussian-like curves of the series of
calibration curves in fig.3; and the linear fit is the regression line
fit of heights to these local maxima. The correlation coefficient of
the linear regression is 0.9999, the absolute residual error between
the ground truth and the linear regression is +/-3µm. This means
that when using the linear regression fit as the calibration line for
the system, the error on the focus height when using the Tenen-
grad operator is at most 3µm above or below the actual (ground
truth) height. It should be noted that the calibration has to be per-
formed for the focus to be used for the surface reconstruction.

Calibration as described previously was done manually, and
is a time consuming operation. It can however easily be automa-
tized, using a motorized translation stage and the appropriate con-
trol program. Automatic calibration is expected to take no more
than one minute.
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Figure 3: Focus measure (Tenengrad) sweep as a function of tun-
able lens control current for different focus height. Each bell
shaped curve corresponds to a sweep of the tunable lens focal
length at different height settings, separated by 50um steps
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Figure 4: System calibration curve: focus height as a function of
the tunable lens control current. Ground truth corresponds to the
actual height dialed on the micrometer translation stage.

The following fig.5 and 6 show the comparison between
all the focus measures previously introduced. Each curve corre-
sponds to the focus measured in a region of interest of a reference
flat surface over a focus distance sweep controlled by the tunable
lens (that is without physically changing the working distance).
Each focus measure was normalized, and since 3D focus mea-
sures additionally require a z-axis sweep, the focus measures were
located over a common reference distance. Best focus measures

are those with the highest variation (from defocus to in-focus)
and the narrowest full width at half maximum (FWHM). The 2
points depth measurement experiment, detailed in a later section
(results in table 1), shows indeed that for example the VSSD focus
measure has the narrowest FWHM and the lowest height standard
deviation. On the contrary, ML, VVL and VL display a noisy
variation on fig.6 and present the largest height standard devia-
tion.
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Figure 5: Focus Measures with FWHM < 180µm
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Figure 6: Focus Measures with FWHM > 180µm

Optical Aberration correction
The finite conjugate system suffers from optical aberrations,

the most noticeable one being spherical aberrations: when imag-
ing a flat object, the center of the image is in focus while the out-
side of the image is slightly defocused. This is visually noticeable
over a large area of interest such as the full camera field of view.
Since such aberration introduces a defocus, they result in depth
measurement error when using a DFF approach. Redesigning the
optical system, for example with the introduction of aspherical
elements, can be a path to follow to reduce the aberrations. An-
other solution is to compensate for the defocus effect associated to
spherical aberration by another calibration step. The later was im-
plemented: the depth map of a flat portion of the calibration target
shown in fig.11a was obtained, and a correction matrix computed
in order to compensate for the defocus introduced by the spheri-
cal aberrations. The uncorrected depth map of the flat surface is
shown in fig.7.

Experimental results
A first set of experiments consisted in measuring the height

of a calibrated step by a two point depth measurement approach,
while the second set of experiments consisted in reconstructing
the surface profile of a blind hole. The experiments were per-
formed with the finite conjugate system, which magnification ra-
tio is 4.3. Paired with a 3.5µm pixel size, one camera pixel rep-
resents 0.8µm in the object plane. The maximum height range
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Figure 7: Raw depth map of a flat datum surface, used for calcu-
lating a matrix for optical aberration correction

over the full 290mA current range of the tunable lens is 700µm.
The camera pixel count is 2448x2048 providing a field of view
(FOV) of about 2mmx1.6mm. The border of the full FOV image
is affected by optical distortions and the effective usefull FOV
is 1.3mmx1.3mm. For depth map calculation, hardware binning
was set on board the camera (pixels are grouped by 2x2), thereby
increasing light sensitivity and frame rate. Equivalent pixel reso-
lution in this case is 1.6µm, the FOV remains unchanged.

Two points depth measurement
The reference calibration target Keyence OP-87710 seen in

fig.11a was used for this experiment. The ceramic portion of the
target has two steps of respectively 2mm and 200µm height. The
200µm step was used for this experiment. The target is provided
with the Keyence Macroscope VR series of depth measurement
instrument, and comes with a calibration report and certificate, in-
dicating that calibration measurement was done with a coordinate
measuring machine model PRISMO 9/24/7 made by Tokyo Seim-
itsu, with reported height varying between 197.5µm and 198.4µm
with a +/-5 µm tolerance. The two points depth measurement con-
sists in setting two regions of interest (ROI) over the two adjacent
surfaces of the step. The tunable lens is then controlled to per-
form a scan over the height of the step. The focus measure vari-
ation in each one of the ROI shows a peak corresponding to the
height at which the associated captured image was in focus, the
height of the step can thus directly be read from the focus mea-
sure variation in the ROI as shown in fig.8, taking into account
the calibration performed previously. The curve shows slight lo-
cal variations near the maximum of each focus measure, which
can be supposed to contribute to the measurement error. These
local variations can come from that the tunable lens focal length
wasn’t in a stable state after a current jump, or come from noise
in the image, detected as changes in focus. In order to assess the
origin of these variations, the tunable lens was offered an ample
resting time of 100ms between each control current settings. No
significant change in the error was noticed. Another test consisted
in taking 10 measurements for each focus measure, computing an
average calibration ratio from these 10 measurements and, using
the obtained average calibration ratio, computing the height stan-
dard deviation over these 10 measurements. The sub-window size
was a 111 pixels square and images were captured every 1µm. The

local variations were eliminated, indicating that for an in-focus
image, noise in the image is a major contributor to local variations
of the focus measure. This test also shows the respective perfor-
mances of the focus measures and results are reported in table 1.
The VSSD focus measure has the smallest standard deviation of
3.65 µm over the 10 measurements, followed by the Tenengrad
operator and SSD, while ML, VVL and VL have the largest stan-
dard deviation, making these operators unfit for this case where
the object (the calibration target) have little texture. Figure 12
shows side by side the texture of the ceramic material used in the
Keyence target (fig.11a) and the texture of the aluminum target
(fig.11b), for the same 0.3x0.3mm FOV and under the same mag-
nification ratio as the one used for all the experiments reported
(4.3x). At this magnification ratio the ceramic appears smoother
than the aluminum, which can explains the poor performance of
the Laplacian based focus measures (ML, VL and VVL). An inter-
esting future work would be to assess the optimum focus measure
to use for a given material or surface texture. The surface texture
could be quantified with means of statistical parameters such as,
but not limited to, rugosity.
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Figure 8: Two points depth measurement of a 200µm step: focus
measure variation in two adjacent ROI locations of the step.

Surface profile reconstruction
This series of experiments consist in reconstructing the pro-

file of a 500µm deep, 1mm diameter blind hole, shown in fig.11b.
The tunable lens current control increment step was set so that
each image is captured every either 10µm or 30µm height steps.
Depth maps for two different FOV are reported, namely for the
entire hole and for a narrower FOV corresponding to one quarter
of the area of the hole. The entire hole depth maps were compared
with those output by a high precision measurement system, the
structured light based Keyence VR3000 system. In its high mag-
nification ratio setting, the system has a 1.9x1.4mm FOV, a maxi-
mum measurable height of 1mm and a claimed 0.1µm height res-
olution [14]. Its companion software can output 3D data in world
coordinates so that this 3D data and that output by the present
approach could be compared, these sets of data were then im-
ported into a visualization program written in Python. Both sets of
data were converted into depth maps using the same parameters.
Given the different magnification ratio and field of view between
the proposed system and the Keyence system, and, most impor-
tantly, the absence of reliable fiducial markers on the test object
for alignment and image registration, depth maps are here com-
pared qualitatively. Also, it was noticed that some details of the
object were not visible in the Keyence depth map and therefore
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Table 1: Two points depth measurement focus measure performance comparison. Calibration coefficient KTL is calculated based on a
200µm calibrated reference height, and the height standard deviation σH indicates the measured height variation in a set of 10 measure-
ments

Focus measure VSSD Ten SSD VGL NGLV VTen ML VVL VL
KTL (µm/mA) 3.24 3.18 3.15 3.15 3.18 3.18 3.15 3.22 3.17
σH (µm) 3.65 4.96 5.70 6.16 6.23 7.78 27.13 33.53 46.57

the 3D data of this system couldn’t be used as reference ground
truth data. Other system such as confocal scanning microscope
or chromatic confocal probes could be used to obtain a ground
truth depth map but were not accessible at the time this study was
made. Future work is planned to focus on a quantitative com-
parison by means of peak signal-to-noise ratio (PSNR) and mean
square error (MSE). The depth map of the entire hole obtained
by the proposed system is shown in fig.9, while that obtained by
the Keyence system is shown in fig.10. Compared to the struc-
tured light system, the tunable lens based DFF approach offers
more details of the edge of the hole, in particular, burrs can be
clearly seen in the optical image and the depth map obtained with
the proposed approach while they are less visible on the Keyence
VR3000 even at its highest magnification ratio (burr visible on
fig.13a, 9 and 14a). The depth maps presented in fig.9, obtained
using the tenegrad operator, have only been corrected using the
optical aberration correction matrix and appropriately scaled to
share the same color bar scale as that of fig.10. The 3D data out-
put by the Keyence system corresponds to a larger FOV than that
of the proposed system, hence the difference in the origins of the
X and Y axes.
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Figure 9: Depth map obtained with the tunable lens based sys-
tem, tenengrad focus measure in a 61x61 pixel sub-window. XY
dimensions are in µm.

Without changing the magnification ratio of the optical sys-
tem, depth maps were then obtained for the smaller FOV. The op-
tical image of this area of interest is shown in fig.13 for two focus
positions. Three different sub-window sizes (over which the focus
measure is evaluated at each pixel) were used in order to evaluate
their influence on the depth map, for three focus measures, Tenen-
grad, VL and SSD, for a depth resolution of 10µm. Depth maps
obtained with the SSD focus measure were also computed for a
depth step of 30µm. No post processing is applied to these depth
maps, and optical aberrations are not corrected (spherical aberra-

tions are negligeable in this smaller FOV). All depth maps were
obtained for the same position of the object and within the same
half a day. Results are shown in fig.14.

The relationship between the size of the sub-window, mag-
nification ratio and object texture can be intuitively understood:
given a fixed magnification ratio for which the object’s small scale
texture is visible (any material have a texture, it is a matter of
magnification ratio to be able to detect it), focus measured in large
sub-windows has the positive effect to average the object’s texture
but the undesired effect to smooth sharp variations of the object’s
structure. Focus evaluated in small sub-windows has the exact
opposite effects, and the small scale texture of the object can give
rise to local depth variations where the surface is actually flat. The
sub-window dimension should therefore be appropriately chosen,
and adapted to the spatial period of the object texture as it appears
in the captured image. Evaluating the frequency content of the
object texture could be used as a parameter to set the size of the
sub-window.

In all the depth maps in fig.14, the presence of a burr at
a depth lower than the top surface of the hole is detected, even
with depth maps obtained with the VL focus measure, which per-
formed the worst in the two points depth measurement experi-
ment. In all cases, depth maps obtained with the smallest sub-
window are noisy in all three X,Y and Z dimensions, and would
require post processing (e.g. outlier rejection, special implemen-
tation of a bilateral filter). On the other hand, larger sub-window
require little to no post processing. However, as can be expected,
the contour of the burr appears smaller and smoother for a larger
sub-window size: the depth map obtained with the 61x61 sub-
window doesn’t reflect the actual dimensions of the burr (neither
that of the contour of the hole itself). Using edge and contour
information from the optical image could prove usefull in im-
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Figure 10: Depth map obtained with the structured light Keyence
VR3000 system, XY dimensions are in µm
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(a) Step height (b) Blind hole

Figure 11: Objects used for the experimentations: two points
depth measurement (left) and surface reconstruction (right). A
0.5mm pencil lead shows the areas of interest and the objects’
scale

(a) ceramic (b) aluminum

Figure 12: Texture of the ceramic target shown in fig.11a and
the aluminum object shown in fig.11b (0.3mmx0.3mm FOV, 4.3x
magnification ratio)

proving the XY accuracy when larger sub-window sizes are used.
Little difference is noticeable when comparing depth maps ob-
tained with the two different focus measure. Figure 14d shows
depth maps obtained with the SSD focus measure for a decreased
Z resolution (30µm instead of 10µm). The computation time was
notably reduced, being 12s, 29s and 88s for sub-window sizes
of 5, 15 and 31 respectively without major difference in depth
map appearance, the depth map at 10µm depth resolution show-
ing more local depth variations. But at this lower depth resolution,
any detail smaller (in depth) than the focus step of 30µm can’t be
detected.

(a) Focus on top (b) Focus on the bottom

Figure 13: Portion of the blind hole (fig.11b) used for the 3D
surface profile reconstruction experiments. Field of View is
0.64mmx0.64mm, optical system magnification ratio is 4.3

Computation time
Computation time necessary to reconstruct the surface pro-

file of the same area of interest as in the previous section a
640µmx640µmx500µm volume at 1.6µm resolution in XY (equiv-
alent pixel resolution) and 10µm in Z is reported in table 2 for all
focus measures. It shows that depth maps are obtained with the
NGLV focus measure in by far the shortest time (3 times faster
than the second fastest), while the slowest computation times are
for depth maps obtained with SSD based focus measures. The
CPU was an intel i5 clocked at 1.6GHz.

The computation time for the depth maps shown in fig.14a
was 117s, 141s and 208s for sub-window sizes 5, 15 and 31 pix-
els respectively. Depth maps in fig.14d were obtained with a 3
times lower spatial sampling rate along the Z dimension (30µm
vs 10µm). The computation time was notably reduced, being 12s,
29s and 88s for the same respective sub-window sizes and this
without any significant difference in depth map appearance. But
any detail smaller (in depth) than the focus step of 30µm couldn’t
be detected or would give rise to inaccurate depths. These re-
sults shows the slowness of the depth map computation, however
several aspects of this study should be kept in mind. The XY res-
olution is high (1.6µm), corresponding to a high spatial sampling
rate, which may not be required and certainly can be optimized.
Second, according to the results shown in fig.14d, the depth sam-
pling rate can be optimized, in particular following the work in
[20]. Finally, the depth map computation approach presented in
this study is particularly well suited to parallel computing, and at
least one order of magnitude speed increase is to be expected by
using the processing power of modern graphical processing units
(GPU).

Conclusion and future work
This study introduced the implementation of a small scale

surface reconstruction system using a tunable lens, based on the
principle of depth from focus (DFF). The optical system was an-
alyzed using matrix optics, a calibration method was presented
and several focus operators were compared. Correction for optical
imperfection of the system, essentially spherical aberrations, was
performed. Experiments with a calibrated target showed the sys-
tem is accurate for 2 points depth measurement, and depth maps
obtained with the system are qualitative on par with those ob-
tained with a structured light based depth measurement metrology
instrument. Depth map computation time for each focus measure
was investigated and direction were given for its reduction. Future
work will focus on exploring new approaches to 3D image pro-
cessing, decreasing computation time and reducing aberrations in
the optical system. Also, for the system to be used as a metrology
instrument, Gage Repeatability and Reliability (GR&R) should
be carried out in order to identify the parameters influencing the
accuracy of the instrument.
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(a) Tenengrad (Ten), Z resolution = 10µm
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(b) Variance Of Laplacian (VL), Z resolution = 10µm
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(c) Sum of Squared Difference (SSD), Z resolution = 10µm
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(d) Sum of Squared Difference (SSD), Z resolution = 30µm

Figure 14: Raw dense depth maps for sub-window sizes respectively equal to 5, 15 and 31 pixels, obtained with 3 different focus measures,
for either 10µm or 30µm Z resolution. Scales are in µm.
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Table 2: Computation time to obtain the depth map of a 500µm high by 640µmx640µm area at 1.6µm resolution in XY and 10µm in z,
sub-window size is 31x31 pixels

Focus measure NGLV VL VVL ML Ten VTen VGL VSSD SSD
T(s) 27 133 133 207 208 213 235 260 261
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