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Abstract
Selecting regions of interest (ROI) of the medical images is

an important task in medical image processing. Manual selection
of ROIs serves as the main method for single images and it has
a high accuracy. However, it will become infeasible to manual-
ly segment ROIs on a large number of images. Observing this
problem, this paper proposes a fast and accurate segmentation
method to obtain ROIs on a batch of medical images. Firstly, we
segment the standard brain image St which has not been inject-
ed with tracer. Secondly, we use a B-Spline elastic registration
method to get the inverse-registration parameters. Thirdly, we get
the template image Te with the registration parameters. Finally,
we search the target region by template matching. Experimental
results show that the proposed method performs well on medical
image segmentation.

Introduction
Medical image registration is to search for a (or a series of)

spatial transformation such that the corresponding points on two
images can lie in the same spatial position and have the same
anatomical structure. Registration results should make all the
anatomical points or all the points which have diagnostic signif-
icance on the two images matched. Because of its high clinical
value, medical image registration recently has become one of the
hottest topics in the field of medical image research.

For medical images, traditional registration methods com-
prise four steps [1]. Firstly, they specify the transformation model
and calculate the initial parameters. Since many tissues in the
human body can be accounted for by a rigid model, a rigid trans-
formation is often employed in medical images. Secondly, they
use interpolation to generate the transformed image. Thirdly, they
define the type of similarity metric. Mutual information (MI) met-
ric is commonly used to calculate the similarity metric [2]. The
last step is to choose an optimizer to optimize the transformation
parameters.

In medical field, the brain nerve disease is a complicated
problem. Because of unclearness of the flow process of the brain
tissue fluid, clinical treatment often makes little success. There-
fore, the study of tracer diffusion process in the brain gradually
becomes more important [3] [4]. Quantitative analysis of diffu-
sion property of brain extracellular space (ECS) is an important
means to study its structure and physiological role [5]. Recently,
a new method of using magnetic resonance imaging (MRI) trac-
er technique was developed to measure ECS diffusion parameter-
s [3]. In this method, dynamic contrast-enhanced MRI time-series
data of the rat brain is acquired. To measure the diffusion param-
eters accurately, it is needed to precisely align the pre-enhanced
image with other images captured at different time. However,
the time-series data is subject to unavoidable motion during the

long imaging process. Therefore, a registration method is needed
to align post-contrast brain section with pre-enhanced brain sec-
tion [4].

Mutual information, which is a function of calculating the
statistical correlation of all pixels in two images, is often used
in medical image registration. But if we register entire images
directly, pixel information of all tissues will be employed in the
calculation of mutual information. This may have a large influ-
ence on the registration performance. Therefore, a segmenta-
tion method is needed to extract the brain tissue mask to allevi-
ate the adverse effects of surrounding deformed tissues. To ful-
ly study the diffusion property of ECS, multiple MRI time-series,
like multidimensional traffic data [6], for different rats are needed.
Motivated by this, this paper presents an automatic segmentation
method to segment the brain tissue that facilitates the following
analysis of ROIs.

Proposed Method
In this paper, we proposed a method to segment the ROIs

automatically. This method only needs to segment the rat brain
section of the fixed image manually to get the standard brain im-
age St . It also improves the traditional idea of medical image
registration and uses the standard image as the moving image to
carry out the registration. Firstly, we segment the image of stan-
dard brain St which has not been injected with tracer at the initial
time. Secondly, to acquire the inverse transform module, we use
the moving image M which is considered as the fixed image, and
the fixed image F which is considered as the moving image will
be mapped to the moving image M. Thirdly, we transform the
standard brain image St with the inverse registration parameters.
The result is defined to be the template image Te. Finally, by using
the method of template matching, we can get the rat brain ROI of
M automatically. The process of the proposed method is shown
in Fig.1. In traditional methods, ITK and VTK which have been
developed into an integral technology are often used to register
medical images.

In the process of traditional medical registration, a rigid
transformation is commonly used to keep the distance and an-
gle unchanged between any two points in the image. It will only
generate two kinds of operations on the image: rotation and trans-
lation. However, in practice, human factors will make a different
location of the rats when scanning different rats. Even when s-
canning one single rat, it will also generate different location at
different scanning times. Since different tissues of rats have dif-
ferent flexibility, only applying a rigid transformation to the image
of the entire rat can not register accurately. Therefore, we select
B-Spline transformation which is one of the elastic transformation
models [7].

In fact, rats used for our study are of the same type and have
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Figure 1. Flow chart of the proposed method. The proposed method combines the B-Spline registration and template matching to segment region of interest

(ROI) automatically. B-Spline transformation is employed in medical images registration, and template matching is applied to search ROIs of moving images

with matching template.
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Figure 2. (a) is the template rat image which has not been injected with tracer. (b)-(i) are the NMR scanned images which have been injected with tracer after

35, 50, 80, 110, 140, 170, 200, 230 minutes. White bright spot in the brain section is the tracer.
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similar weights. Although applying the B-Spline transformation
to medical image registration, it would not cause much distortion
to brain tissue. B-Spline transformation has a good partial con-
trollability to avoid the global calculations. It also has a better
approximation to partial image.

Using B-Spline curve patch as a convolution kernel, we con-
volve the moving image with the kernel. This type of transforma-
tion model is more complex than translation, rotation, and affine
transformation. In this paper, a reverse registration module is
used. With the registration parameters out of the final iteration
as the transformation model, the standard brain St can be trans-
formed to get the transformed image, which is defined to be tem-
plate image Te. The steps of the proposed algorithm are listed in
Algorithm 1.

Acquisition of Standard Brain Images
The image datasets used in this paper are from the Peking

University Third Hospital. They contain two sets of scanned im-
ages. The first set consists of twelve groups of images including
one group of rat images not injected with tracer and eleven groups
of rat images injected with tracer in the brain part. The sampling
instances are 35, 50, 80, 110, 140, 170, 200, 230, 260, 320, and
380 minutes respectively after rat being injected with tracer. S-
ince the tracer is substantially undetectable after 230 minutes, the
latter images will not contribute to our analysis. The scanned im-
ages are shown in Fig.2. The second set of images are acquired
by using another rat as the experimental subject. Dosage of trac-
er and scanning interval differ from that in the first one. This set
consists of thirteen groups of images including one group of rat
images not injected with tracer and twelve groups of rat images
injected with tracer in the brain part. The sampling instances are
15, 20, 30, 70, 80, 100, 115, 130, 160, 190, 220, and 280 minutes
respectively after rat being injected with tracer. And the tracer is
substantially undetectable after 160 minutes. Each group of im-
ages is scanned at three directions. There are 120 layers at agittal
direction, 512 layers at axial direction, and 96 layers at coronal
direction.

(a) (b) (c)

Figure 3. The image in the green frame is the standard brain image we se-

lected. (a), (b), and (c) are images at the sagittal, axial, and coronal direction

respectively.

By using medical image algorithm libraries - ITK and VTK,
we can choose the standard brain part at an initial time manually.
This process is shown in Fig.3. By moving the green selection
box at three directions, we can segment the desired rat brain part
as the standard brain image. The box contains eight vertices with
each vertex comprising three-dimensional coordinate information
(x,y,z). The coordinates on each dimension represent two bound-

ary values, xmax, xmin, ymax, ymin, zmax, and zmin. Then we can
get a starting point, an ending point, length, width, and height
of the standard brain part in the entire rat image. Formally, the
relationship is given in equation (1).

Length = xmax− xmin,

Width = ymax− ymin,

Height = zmax− zmin,

(1)

where (xmin,ymin,zmin) is the starting point and (xmax,ymax,zmax)
is the ending point. Then we can acquire the standard brain image
from the entire rat image.

Algorithm 1: The steps of proposed segmentation algo-
rithm

Input: Image at an initial time and Images to be
segmented.

Output: ROIs of the images which have been injected
with tracer.

1 Use the visualization technique to segment the standard
brain image St of the initial image;

2 To segment all the images automatically, a maximum
number Nt of time-series images which have been
injected with tracer is needed;

3 for k = 1 : Nt do
4 Consider a pair of images, one injected with tracer

which serves as the fixed image, and the other one at
initial time which serves as the moving image;

5 for each pair do
6 Apply B-Spline transformation and mutual

information to register images;

7 Apply the reverse registration module to transform St
to obtain the template image Te with the size of
M ∗N;

8 for each point (i, j) do
9 Compute correlation coefficient R(i, j) =

∑
M
m=1 ∑

N
n=1 Si, j(m,n)∗T (m.n)√

(∑M
m=1 ∑

N
n=1[Si, j(m,n)]2)

√
(∑M

m=1 ∑
N
n=1[T (m,n)]2)

;

10 Search R(i, j) for the point (p,q) achieving the max
value;

11 ROIs’ starting-point is (p−M/2,q−N/2),
ending-point is (p+M/2,q+N/2), size is M ∗N ;

12 Save the ROIs of the kth image injected with tracer;

Registration of Medical Images
The registration framework consists of four parts: transform-

ing images, conducting interpolation, computing metric, and opti-
mization. In this paper, we modify the traditional idea of medical
image registration and apply a reverse registration.

Transforming images is the most important module in med-
ical image registration. With the transformation parameters, we
can map each point of the moving image to the fixed image, which
then bring the moving image and the fixed image into alignmen-
t. The transformation module includes rigid transformation, B-
Spline, thin-plate spline, and so on. This paper uses the B-Spline
transformation.
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A B-Spline curve patch f (x,y) [8] is defined as:

f (x,y) =
n+1

∑
n=0

m+1

∑
m=1

bi, jβ
n
i,m(x)β

n
j,n(y), (2)

where β is the nth B-Spline function, and bi, j is a control grid
which is defined to be a B-feature grid, consisting of connection
points.

Since coordinates of the transformed image may not lie ex-
actly on integer grid points, we need to use the interpolation to
compute the pixel values at non-integer points after the mov-
ing image is transformed. Interpolation methods mainly include
nearest-neighbor interpolation, linear interpolation, PV interpo-
lation, and so on. In this paper, we use B-Spline interpolation
function which is expressed as [9]:

f (X) =
n

∑
i=0

biβ3(X− I), (3)

where bi is control coefficient, X = [x,y]T is the interpolation
point coordinate, I = [i, j]T is the pixel coordinate of any point,
β3(X− I) is the cubic B-Spline tensor product.

Metric is a function measuring the degree of matching be-
tween a fixed image and a moving image. Typical metrics include
mutual information, normalized mutual information, mean square
error, normalized cross-correlation, and so on. Mutual informa-
tion (MI) measures how much information one random variable
(image intensity in one image) tells about the other random vari-
able (image intensity in the other image). The major advantage of
using MI is that the actual form of the dependency does not have
to be specified. Therefore, complex mapping between two images
can be modeled [10]. Mutual Information is defined as:

I(A,B) = H(A)+H(B)H(A,B), (4)

where H(A) =
∫

pA(a)logpA(a)da is the entropy of random vari-
able A, H(B) is the entropy of random variable B, and H(A,B) =∫

pAB(a,b)logpAB(a,b)dadb is the joint entropy of A and B [10].
Image registration is actually a multi-parameter optimiza-

tion problem. Therefore, the optimizer has a large influence on
the precision of registration results. There are many optimization
methods including Amoeba, Gradient Descent, LBFGS, LBFGS-
B, One Plus One Evolutionary, Powell, L-M, and so on. Since we
have chosen the B-Spline transformation, it is very suitable to use
LBFGS and LBFGSB Optimizer. In order to prevent a dead loop,
we set a maximum number of iterations.

Once the registration module between the moving image and
the fixed image is obtained, we can directly use the registration
module to transform the standard brain image by

Te = TBSpline(St), (5)

where TBSpline is the transformation module after registration. The
image after transformation is called the template image Te which
will be used in the template matching, as shown in Fig.4.

Figure 4. The left image is the standard brain St . The middle grid represents

the B-Spline transformation, the right image shows the template image Te

after transformation.

Template Matching
With registration, the fixed image and moving image will

correspond exactly to each other, including the brain section.
Then according to the coordinates of the rat brain in the fixed im-
age, we can find its corresponding location in the moving image
which is exactly the ROI we needed. This method has a simple
operation and runs fast. However, the results depend on registra-
tion excessively. When the distortion of a rat image is large, it
is impossible to bring the two images completely into alignment.
The rat brain selected is often too close to the boundary, or even
misses some parts.

Here, we employ template matching in target recognition to
segment the moving image [11]. A correlation function is defined
to measure the matching degree of template image and searching
sub-graph:

R(i, j)=
∑

M
m=1 ∑

N
n=1 Si, j(m,n)∗Te(m.n)√

(∑M
m=1 ∑

N
n=1[S

i, j(m,n)]2)
√

(∑M
m=1 ∑

N
n=1[Te(m,n)]2)

,

(6)

where (i, j) is the point of the moving image M, Si, j is the sub-
graph corresponding to the point (i, j), and Te is the template im-
age. The range of R(i, j) is [−1,1]. R(i, j) = 1.0 indicates that the
real-time image and the matching template match exactly. And
R(i, j) = −1.0 indicates they completely mismatch. In our ex-
periment, the point which has the maximum value of R(i, j) is
chosen. And its corresponding sub-graph in the moving image is
the result. The process is shown in Fig.5.

This method is trying to search a sub-graph which has a max-
imum similarity to the template image. The position of ROIs in
the moving image is independent of the relative position of the
template image in the fixed image. The brain part segmented by
this method has a high precision without important information
missing, especially the region of tracer in the brain part.

Experimental Results
In order to study the process of diffusion of tracer in the rat

brain, a rat is injected and then scanned at different times. Mean-
while, to obtain a complete picture of the rat brain, we scanned
the rat at sagittal, coronal, and axial direction respectively. The

IS&T International Symposium on Electronic Imaging 2017
Visual Information Processing and Communication VIII 41



Figure 5. (a) is the template image Te. (b) represents the moving image M.

(c) represents the R(i, j) image in which each point represents the matching

degree of template image and sub-graph. And (d) is the result image which

is the ROI we needed.

images used in the experiment are all nuclear magnetic resonance
(NMR).

Fig.2 shows the entire rat images which were obtained at the
saqittal direction. Fig.2(a) displays a fixed image in which the
rat has not been injected with tracer, and Fig.2(b) - Fig.2(i) show
the images taken at 35, 50, 80, 110, 140, 170, 200, 230 minutes
after the rat was injected with tracer. The white bright spot in the
brain part indicates the tracer. The diffusion region of the tracer
is identified by the region of interest (ROI). As shown in Fig.2,
the shape of the rat varies especially on the rat brain part, and the
position of brain is located in different regions taken at different
instances.

Fig.6 shows the ROIs which are automatically extracted us-
ing the proposed method. Fig.6(1), Fig.6(10), and Fig.6(19) show
the ROIs of images which have not injected with tracer at the
initial time. They are exacted manually at saqittal, coronal and
axial direction respectively, and used as the standard brain in the
proposed method shown in Fig.1. They are transformed into the
matching templates by applying the reverse registration module.
Fig.6(2) - Fig.6(9) present the ROIs of the time-series images seg-
mented by the proposed method at the saqittal direction. Fig.6(11)
- Fig.6(18) present the ROIs of the time-series images segmented
by the proposed method at the coronal direction, and Fig.6(20)
- Fig.6(27) present the ROIs of the time-series images segment-
ed by the proposed method at the axial direction. Although the
segmentation results in some figures are close to the boundary of
brain parts, e.g. Fig.6(12) and Fig.6(18), the proposed method
can also segment a relatively intact rat brain section, including
the diffusion area of the tracer.

Fig.7 shows the segmentation results of the proposed method
on another series of images. On Fig.7(1), Fig.7(11), and
Fig.7(21), the regions of interest are delimited manually at an ini-
tial time. Varying dosage of tracer was applied to rats, which leads
to different diffusion speed in rats. Also, they were scanned and
sampled by different periods. Fig.7 shows that these factors do not
have a great influence on the segmentation accuracy. Even if the
location of rats varies and the brain part contains deformation in
images, Fig.7(3) and Fig.7(4) illustrate that the proposed method
can accurately segment the brain part as ROIs in such cases.

Conclusion
This paper presents an automatic method of segmenting re-

gions of interest for medical image registration. On a large cor-
pus of image data, extracting regions of interest manually is of-

ten infeasible. The proposed method provides a good approach
to extracting regions of interest from medical images. It is used
to accurately segment three-dimensional region of rat brain from
MRI time-series.
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(1) 0min       (2) 35min   (3) 50min      (4) 80min     (5) 110min    (6) 140min    (7) 170min    (8) 200min    (9) 230min

(10) 0min   (11) 35min    (12) 50min    (13) 80min   (14) 110min  (15) 140min  (16) 170min  (17) 200min  (18) 230min

(19) 0min     (20) 35min    (21) 50min    (22) 80min   (23) 110min  (24) 140min  (25) 170min  (26) 200min  (27) 230min

Figure 6. (1), (10), and (19) show the standard brain images which are not injected with tracer at saqittal, coronal, and axial direction respectively. They are

segmented manually. (2) - (9) present the time-series ROIs at saqittal direction which are segmented by the proposed method automatically. (11) - (18) present

the time-series ROIs at coronal direction. (20) - (27) present the time-series ROIs at axial direction.

(1) 0min (2) 15min    (3) 20min    (4) 30min    (5) 70min     (6) 80min   (7) 100min   (8) 115min   (9) 130min  (10) 160min

(11) 0min (12) 15min (13) 20min (14) 30min  (15) 70min  (16) 80min (17) 100min (18) 115min (19) 130min (20) 160min

(21) 0min (22) 15min  (23) 20min  (24) 30min  (25) 70min   (26) 80min  (27) 100min (28) 115min (29) 130min (30) 160min

Figure 7. (1), (11), and (21) show the standard brain images which are not injected with tracer at saqittal, coronal, and axial direction respectively. They are

segmented manually. (2) - (10) present the time-series ROIs at saqittal direction which are segmented by the proposed method automatically. (12) - (20) present

the time-series ROIs at coronal direction. (22) - (30) present the time-series ROIs at axial direction.
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