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Abstract

In this paper we present multiple methods to augment a
graph-based foreground detection scheme which uses the small-
est nonzero eigenvector to compute the saliency scores in the im-
age. First, we present an augmented background prior to improve
the foreground segmentation results. Furthermore, we present
and demonstrate three complementary methods, which allow for
detection of the foregrounds containing multiple subjects. The
first method performs an iterative segmentation of the image to
“pull out” the various salient objects in the image. In the second
method, we used a higher dimensional embedding of the image
graph to estimate the saliency score and extract multiple salient
objects. The last method, using a proposed heuristic based on
eigenvalue difference, constructs a saliency map of an image us-
ing a predetermined number of smallest eigenvectors. Experimen-
tal results show that the proposed methods do succeed in extract-
ing multiple foreground subject more successfully as compared to
the original method.

Introduction

As we move through our daily lives, we are bombarded with
an immense amount of visual data. Processing all of this infor-
mation is physically impossible. However, our brain possesses
a mechanism known as visual attention for selecting a subset of
the relevant data that we want to focus on. Modeling of visual
attention is an extremely important task with many important ap-
plications in robotics and computer vision including image com-
pression, object detection, and computer graphics [1].

The notion of relevance in the visual attention models is
mainly determined by two processes: bottom-up and top-down
processes. Bottom-up attention modeling, also called visual
saliency, uses various low-level features including image color,
intensity and orientation to determine the contrast of objects with
respect to their surroundings [1]. On the contrary, the top-down
attention selects the relevant image areas based on task-driven fac-
tors such as knowledge, expectation or current goals.

Related work

We focus the review on the relevant literature regarding the
bottom up visual saliency, especially as it relates to the various
saliency estimation approaches that are used to benchmark against
the algorithm of [2]. Bottom-up saliency models can in general be
described as belonging to one of the following categories: biolog-
ically inspired, purely computational and a combination [3]. For
a more exhaustive treatment, please see reference [1].

Biologically inspired models, e.g. the model proposed by
Itti et al. [4], are often based upon the architecture presented by
Koch et al. [5], which used biologically inspired features pro-

cessed by center-surround operations to determine the saliency
score and correctly predict eye fixations.

Computation-oriented models, which use low level image
features such as color, emphasize the practical aspect of models
such as speed and aim to create saliency maps which segment
whole objects and preserve edges [2]. Recently, several models
[2,6,7,8,9, 10] use a variation of super-pixel segmentation meth-
ods akin to the SLIC (Simple Linear Iterative Clustering) method
[11], to accomplish those goals. Methods such as SLIC overseg-
ment the image into perceptually coherent patches (whose num-
ber is much smaller than the number of image pixels) which are
able to both preserve the local color information and edges, while
abstracting away unnecessary details (i.e. non-significant pixel-
to-pixel intensity). Cheng et al. [9] use spatially weighted region
contrast to estimate the saliency based on the color histogram dif-
ferences. Perazzi et al. [10] show the possibility of modeling
the saliency estimation in a unified way using high dimensional
Gaussian filters, where they combine measures of image patch
uniqueness and spatial distribution to estimate the saliency score.
Wei et al. [7] build an image graph out of the super-pixel seg-
mentation and estimate the saliency of a patch to be proportional
to the shortest path distance from the virtual background node to
the said patch. Yang et al. [12] construct an image graph and en-
force a background assumption, which assumes most of the bor-
ders belong to the background. The authors use a ranking func-
tion, which given a query, determines how similar are the remain-
ing nodes to the query nodes. The authors construct a scheme
in which they compute the score by determining the saliency of
a patch being proportional to the similarity / dissimilarity from
the foreground / background queries. Chang et al. [8] use ini-
tial saliency maps, measures of objectness, and a measure of how
likely an area is to contain an object, to optimize a novel energy
function and obtain an improved saliency map.

Algorithm
Original algorithm

In order to efficiently represent the image, Perazzi et. al [2]
use the modified version of the SLIC Superpixel Segmentation
algorithm [11] proposed in [13], where the image is segmented
into superpixels using k-means clustering in the Color-XY space
([13] uses CIELab color space instead of the traditional RGB
space). After Superpixel segmentation, the image is represented
as a Graph ¥ = {¥, &} also known as the image Region Adja-
cency Graph (RAG), where each vertex v € ¥ is representing a
superpixel from SLIC and is assigned a value of the mean Lab
color of the superpixel. To model the local relationships in the
image, the edge set & consists of the edges connecting vertices i
and j, if their corresponding superpixels share a border in the seg-
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Figure 1.
map constructed from first non-zero eigenvector, saliency map constructed from second non-zero eigenvector, saliency map constructed from third non-zero

.-

Images that show the presence of separate objects / object parts in the higher eigenvector dimensions. From left: Original image, saliency

eigenvector, and the final saliency map, whose construction will be described in later section.

mented image. Each edge is assigned a weight that is proportional
to the Lab color difference between neighboring superpixels,
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where ¢; is a mean Lab color of the i’ superpixel and € is a small
constant (e.g., € = 10~*) to ensure the numerical stability of the
algorithm, in case the color difference is too small. In order to
represent the assumption that most of the border pixels belong
to the background, Perazzi et al. [2] augment the graph ¢ with
a background node b, which is assigned the mean Lab color of
the boundary. A set of edges and their weights that connect the
background node and the superpixels on the border of the image
are computed by equation 1.

In order to assign saliency score to each of the superpixels
of the image, Perazzi et al. compute the Eigen decomposition
of the graph Laplacian matrix L of the Image RAG. Then the
Fiedler vector, the second smallest eigenvector, is used compute
the saliency scores. Given the Fiedler vector f, the saliency score
S is computed as

S = —sign(fy)-f

and S then scaled to the range [0, 1], where f}, represents the entry
of the Fiedler vector corresponding to the background node.

Since one of our proposed approaches considers a high di-
mensional node embedding, we also propose to compute the
saliency scores as

S@i) = |1 fi— 7l

where S(i) is the saliency score for ith superpixel, and f, and _fb

are the embeddings of the i and background superpixels.
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Augmenting the background prior

There are images in which the background is often very clut-
tered, and thus computing the edge weights by considering the av-
erage background color will fail to capture the background prior
effectively by computing very small edge weights, since the av-
erage background color will be sufficiently different from each
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of the border superpixels and thus resulting in an unsatisfying
saliency map (see the top right image of Figure 2). To correct
for such a pitfall, instead of assigning to the image background
node the average border background color (average color of the
border super-pixels), a set of colors representing the background
is assigned to the background node. We first perform a K-Means
clustering of the border colors and then use the cluster centers,
{c’l’ . ,cf}, to represent the background prior in the node. To
compute the edge weight between the background node and the
border regions, we simply take the maximum of the weights com-
puted between region i and each of the k cluster center colors
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Augmenting the background prior with multiple “colors”, we
are able to better enforce the background prior as we can see in
Figure 2.

Figure 2. Comparison of the Saliency maps after augmenting the back-
ground prior: original image(top left), Perazzi et al. saliency map (top right),
our saliency map (bottom left) and ground truth (bottom right).



Detecting multiple objects

To extend the foreground segmentation algorithm to allow
for detecting multiple salient subjects in the image, we propose
the following schemes: an iterative segmentation scheme and two
alternative multi-object foreground segmentation methods which
use multiple eigenvectors of the Image RAG as an embedding
for the nodes and analysis of the presence of additional objects.
This embedding is then used to calculate an alternative saliency
score. Both of the schemes will use a metric to determine the ideal
foreground segmentation. Next we will describe the Silhouette
score and the metric we propose for picking the best saliency map.

Silhouette score

In order to judge the quality of the foreground segmentation,
we use k-Means clustering to cluster the saliency scores of each
super-pixel into two clusters (Foreground / Background) and then
compute a metric knows as the Silhouette score, first introduced
by Rousseeuw [14]. The Silhouette score is one possible metric
that is used in the interpretation and validation of cluster analysis.

To compute the Silhouette score, we need the resulting clus-
tering and the matrix of distances (or dissimilarities as used
by [14]) between the different points (e.g. superpixels and the
Saliency score assigned to them in our algorithm). For each point
i we compute:

e q(i) : average distance to the points in the same cluster as i
(label that cluster A)

e D(i,C) : average distance to the points in cluster C

e b(i) = mincy D(i,C) : by choosing minimum of the
D(i,C), we compute the distance to next best cluster assign-
ment for i.

The final score for point i is computed as
b(i) — ali
(i b~ ali)
mar{a(i),b(i)}

which is then combined into a final score f;; for our image by
taking the average of s(i) for all of the superpixels.

(%)

Stopping criterion / Metric

Both of the multi-object schemes detailed in the next sec-
tion rely on some sort of stopping criterion / metric, which would
determine either the ideal number of iterations or eigenvectors to
consider when computing the saliency map for images with mul-
tiple objects. In order to determine the ideal iteration / number of
eigenvectors, we propose a metric which combines the Silhouette
score, fy;;, and mean image saliency of the image

Y S(x.y)
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where S(x,y) is the image saliency score at the location (x, y) and
A(I) represents the area of the image.

Then in order to pick the final saliency map, we choose the
map with the highest score defined in equation 6.

Presence of objects in eigenvectors
One of the things that we have observed is the presence of
multiple salient objects embedded in higher dimensions of the

RAG Laplacian matrix eigendecomposition. This can be seen in
Figure 1, where we show an example of an image and the saliency
maps of its eigenvectors (we compute the saliency of an eigevec-
tor by computing the scaled distance of each superpixel to the
background node). However the same cannot be said of many of
the images that only contain a single salient object, as we can see
in Figure 3. The Fiedler vector will pick out the most salient ob-
ject in the image and the subsequent eigenvector (at times several)
will contain redundant information regarding the object. Such ob-
servations were originally part of the exploration in creating an
appropriate stopping metric.

Figure 3. Plot of the the saliency maps for the first two eigenvectors of the
images with a single salient object. From left: orinal image, first non-zero
eigenvector, second non-zero eigenvector.

Stopping criterion based on the eigenvalue difference

A different stopping criterion that we consider is based on
the percentage eigenvalue difference between subsequent dimen-
sions. First we compute the full eigendecomposition of the aug-
mented RAG. Then we take a subset of the first k non-zero eigen-
values, and compute the percentage difference between the sub-
sequent dimensions:

Aig1 — A

A=
' Aiv1

O]
Then in order to get the ideal dimension n, we choose the
dimension which produces the largest difference:

n = argmaxy i<k {Ai}- ®)

Multi-object segmentation schemes

The main idea behind the first method, iterative foreground
segmentation, is simple: each of the foreground objects are seg-
mented one by one by looking at the most salient object in the
image graph at each step of the iteration.

The Iterative Foreground segmentation can be described as:

e Perform an initial foreground segmentation as described in
[2] with the improved background prior model, and compute
the score;qge for this map.
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Figure 4. Plots showing the eigenvalue percentage difference plots for a
sample images with single / multiple salient objects.

e Now, iteratively perform the following steps:

— Find the set, .7, of nodes / super-pixels for which the
saliency S; for super-pixel i is greater than a threshold
Sth-

— Modify the Image RAG by cutting out the nodes that
belong to the set .7 (store the saliency scores of these
nodes for later processing).

— Find new Saliency scores for the region which re-
mained in RAG by computing the Fiedler Vector of
the new graph and computing and modifying it the
same way described in [2].

— Combine the Saliency scores of the smaller region
with the scores for the nodes from the set .%, to obtain
the new saliency image and compute its scorejpqge-

— Repeat for predetermined number of iterations.

e Choose the map with highest score;mage.

Based on the previous observations of the presence of ad-
ditional salient objects in different eigenvectors, we prepose two
alternative ways of constructing an image Saliency map based on
considering multiple eigenvectors.

The first method for foreground segmentation proceeds as
follows:

e Construct the RAG of the image as described in [2] and aug-
mented with the improved background node.

e Construct the Laplacian matrix of the Image RAG.

e Consider the k smallest eigenvectors corresponding to non-
zero eigenvalues and use them as a k-dimensional embed-
ding of the graph nodes.

e Calculate the new saliency scores by:

— Calculating the distance between the k-dimensional
embedding of the background node and node i.

— Renormalize all of the distances to lie in the range be-
tween [0, 1], which will give us the relevant Saliency
scores S.

e Compute a metric for maps created by considering projec-
tions with varying number of eigenvectors (we consider up
to four eigenvectors for the embedding of our graph) and
choose the map with highest score achieved by the metric.
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In order to observe the map chosen by the score defined
above, please refer to the Figure 5 and Figure 6, which show ex-
amples of the original images and the corresponding sequences of
saliency maps.

Figure 5.  Original image (top left) of a scene which one salient object
and its corresponding saliency maps as we vary the number of eigenvectors
considered for the superpixel embedding: 1 (top right), 2 (bottom left), 3

(bottom right). Map with 1 eigenvectors was chosen as the best by our score.

Figure 6. Original image (top left) of a scene which multiple salient objects
and its corresponding saliency maps as we vary the number of eigenvectors
considered for the superpixel embedding: 1 (top right), 2 (bottom left), 3
(bottom right). Map with 3 eigenvectors was chosen as the best by our score.

For the purpose of binarizing a floating point image, we will
utilize the adaptive threshold proposed in [3] defined as twice the
mean image saliency:

To= s ; §S<x,y) )

Secondly, the following method first computes the desired
number of eigenvectors to consider and subsequently constructing
the saliency map in the following way:
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Figure 7. Benchmarks. Performance of the various algorithms on the following datasets: MSRA [3] (left), ImgSal [15] (middle), and SED1 [16] (right).

e First precompute the number, n, of eigenvectors to consider
using equation 8.

e Compute the vector of Saliency scores, S, for the superpixels
using the improved background prior.

e Ifthe n =1, then we are done otherwise repeat the following
procedure for n > 2. Assume we have computed the saliency
scores for the first k,k < n dimensions, which we will call
Sk. To incorporate the k + 1" dimension in the computation
of the final Saliency scores S, proceed as follows:

— Compute the saliency scores for the k+ 1/ dimen-

sion, Si11 by computing the distance of each super-
pixel to the background node and rescaling the score
between [0, 1].

— Compute the threshold 7X*! based on Sy, and ex-
tract the set of superpixels i for which it is true that
S};_H > 7K1 and call the set A,

— For i € A, let S;;_H = max{S};,S;;+l}, otherwise
St =8t

k+1 k

— If k+ 1 < n, repeat the procedure, else construct the

image saliency map.

Results

In order to provide a direct comparison of our algorithm with
the original version proposed in [2], we evaluate the algorithm on
the same three datasets used in the original paper: MSRA [3],
SEDI1 [16] and ImgSal [15].

In order to benchmark the results of our algorithm, we will
compare to the results obtained by Perazzi et al. (FIED) [2] and
reporting the results published in [2] for the recent top-performing
methods that include: context-aware saliency (CA) [6], context-
prior (CB) [17], geodesic saliency(GSSP) [7], generic object-
ness (SVO) [8], global-contrast (GC)[9], graph manifold ranking
(GMR) [12], and saliency filters (SF) [10] and their combination
with FIED (FIED_SF).

Quantitative results and evaluation

To compare our algorithm with the above mentioned algo-
rithms, we create binary maps from the computed saliency maps
by first computing the adaptive threshold 7, of equation 9 pro-
posed in [3] and assigning the values above and below 7, to the
foreground and background classes respectively. We evaluate the
proposed algorithm by computing the Precision, Recall and F-
measure of the binary saliency maps compared to the ground truth

120

maps. The F-measure is computed by

(1+B?) - Precision - Recall

Fp =
B B2 - Precision + Recall

(10)

where B2 = 0.3 to emphasize the importance of precision as seen
in previous experimental setups [2, 3, 12].

The performance evaluation on the three datasets are shown
in Figure 7, where we benchmark our algorithm with the aug-
mented background model combined with the last multi-object
extraction method (as it is the best performing foreground extrac-
tion method). As we can see from Figure 7, we achieve compa-
rable results to the original algorithm for the MSRA and ImgSal
datasets and a slight improvement for the SED1 dataset in terms
of precision, which is defined as the fraction of retrieved pixels
that actually belong to the foreground. Further, we see a good im-
provement in the recall value, which can be attributed to the im-
provement in extraction of multiple subjects, as recall is defined
as the ratio of correctly detected pixels compared to the ground
truth.

Limitations

Although we were able to augment the algorithm, the new
algorithm still has difficulty with detecting foreground objects
whose color is too similar to its surroundings. Furthermore, the
first two foreground extraction-methods rely on the image metric
to pick the best saliency map. A problem arises when taking the
next step results in a larger increase in the average saliency than
the decrease in the quality of the map (Silhouette score). In such
a case, the algorithm might choose the worse map, and thus one
of the possible avenues for future work is to explore alternative
stopping criteria.

Conclusion

We proposed several improvements to a graph-based fore-
ground detection method. First, we showed that by modeling
the background to consist of several colors can lead to an im-
proved foreground extraction. Furthermore, we have presented
three approaches and shown their ability in segmenting multiple
salient objects. The evaluation of the algorithm showed an equiva-
lent/slightly improved results in precision and improvement in the
recall over the original algorithm as can be seen from the bench-
marking results.
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As part of the future work we would like to gain a more
thorough understanding of the spectral properties of the image
graphs. Furthermore, we would like to explore several methods
to enhance graph creation process, in which we could incorporate
different shape priors to alternate the edge creation process. Sev-
eral Deep Learning methods were recently developed which allow
for processing of graphs, knows as Graph Convolutional Neural
Networks [18]. We would like to further explore the application
of such methods to foreground detection using a reduced image
representation with the Region Adjacency Graph.
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