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Abstract
We propose a novel computational imaging system that en-

ables the generation of Point Spread Functions (PSFs) of user-
specified geometry. Key ingredient of our system is a phase-coded
aperture which manipulates the phase distribution of the pupil
function by inserting a phase modulator. We use a reflective phase-
only liquid crystal-based Spatial Light Modulator (SLM) for phase
modulation. Via encoding a grayscale image on the SLM, the re-
fractive index of each cell can be altered. Phase patterns of PSFs
with different shapes are optimized by the Gerchberg-Saxton al-
gorithm. A number of non-trivial, complex shaped PSFs has been
captured. We further demonstrate how such a system can realize
refocusing through encoding a Fresnel lens phase pattern to shift
the focal plane.

Introduction
Imaging systems under partially coherent illumination can be

described as linear systems and as such are fully characterized by
their reponse to a point light source. This response is known as
the Point Spread Function (PSF) since the image of a point light
source would typically get dispersed and extend over several pixels
on the imaging plane.

While in traditional imaging systems the PSF – as being a
consequence of the optical design – is considered fixed, in compu-
tational imaging systems ways are studied that enable deliberate
PSF manipulation.

Pupil plane coding is often used for modulating PSFs of an
imaging system. For example, amplitude-coded aperture tech-
niques modify the transmittance of the pupil to explore the PSF
pattern. Especially when defocus exists, the amplitude-coded
aperture can be employed for depth map measurement. How-
ever, the energy distribution cannot be fully controlled. In con-
trast, phase-coded aperture techniques manipulate the phase of an
optical wavefront. By modulating the phase at different spatial lo-
cations, light experiences different degrees of delay. By doing so
the wavefront phase distribution can be controlled and therewith
its corresponding PSF. Phase-coded aperture techniques explore
this property to control PSFs. More applications could potentially
arise by providing freedom of manipulating PSFs into arbitrary
shapes.

We propose a phase-coded aperture setup for PSF engineer-
ing using a Spatial Light Modulator (SLM). By placing the SLM
at the pupil plane of a camera lens, we explore the Fraunhofer
diffraction relation between a PSF and its complex pupil function.
We generate phase patterns encoded on the SLM using a standard
phase retrieval algorithm to produce PSFs of arbitrary shape.

Our described system can a) produce a PSF following a target
shape, b) does use the temporal ability of the SLM to obtain a better
fit by altering the pattern sent to the SLM over time, and c) even

allows for changing the PSF of the system during capture. As
one particular application we show how our setup can be used to
realize refocusing by encoding a phase pattern of a Fresnel lens on
the SLM.

Related Work
A Point Spread Function (PSF) is the intensity impulse

response of an optical system. In computational photography ap-
plications the illuminant light is in most cases incoherent to a level
far beyond the size of the detection pupil. As a consequence the
PSF is determined by the square of the amplitude impulse response
function [1]. At the same time the captured image can be com-
puted by convolution of the PSF with the emitted intensity. The
PSF is often used as a measure for the quality of an imaging sys-
tem since the PSF captures the deviations from an ideal optical
system, i.e. optical aberrations [2] such as chromatic aberrations
and misfocus.

Pupil plane coding is a computational approach for engineer-
ing PSFs [3] by placing optical elements at the pupil plane. The
pupil plane is the surface where all the chief rays from different ob-
ject points cross the optical axis and pivot about. This allows for a
uniform modulation of the incoming wavefront. A well-known ap-
proach is coded aperture, which uses an optimized occluder pupil
pattern to preserve high frequency in case of defocus. Levin et al.
[4] insert a patterned occluder within the aperture of the lens of
a conventional camera which creates corresponding pre-designed
PSFs at different depths. By estimating the deconvolution filter
and introducing a sparse prior, image and depth are simultane-
ously recovered. Cossairt et al. [5] places an optical diffuser at the
pupil plane. Due to light scattering, the PSFs of their system is in-
variant to the focal plane, which preserves high frequencies across
different depths. A subsequent deconvolution is implemented to
recover an image with extended depth of field.

Phase-coded aperture, often referred to as wavefront coding,
places a phase modulator at the pupil, e.g. a plate of glass with a
3D profile or a Spatial Light Modulator (SLM) at, or close to the
pupil plane of a photographic lens. The complex pupil function
can be modified by optical aberration theory [2] or phase retrieval
algorithms [6]. Herewith the shape of PSFs can be modulated.

The most known technique is wavefront coding for extended
depth of field [7]. By designing a cubic shape 3D profile of the
phase plate, the incoherent wavefront is altered and the PSFs be-
come independent of the misfocus function. An image with ex-
tended depth of field is then recovered by a deconvolution of the
intermediate image. Chi and George et al. [8] propose a lensless
phase-coded aperture imaging system by combining a phase-only
screen and a detector array. In [9], a phase-coded aperture lens is
realized by a diffractive optical element to shape the PSFs.

A Spatial Light Modulator (SLM) is a real-time device

70
IS&T International Symposium on Electronic Imaging 2017

Computational Imaging XV

https://doi.org/10.2352/ISSN.2470-1173.2017.17.COIMG-426
© 2017, Society for Imaging Science and Technology



containing a microscopic pixel array that is capable of spatially
modifying the incoming wavefront in response to optical or elec-
trical control signals. Amplitude, polarization and phase of the
complex optical wave distribution can be modified using SLMs.
SLMs are widely used in display, holography, adaptive optics and
optical computing. There are various types of SLMs, which op-
erate by varying the pixel cell height or the refractive index of the
cell [1]. With the latter type, pure optical phase modulation can
be achieved by placing a linear polarizer in front. Phase profiles
can then be encoded to manipulate the wavefront. For this reason,
SLMs are widely used in adaptive optics applications in astron-
omy and biology to correct optical aberrations [10, 11]. In [12], a
programmable diffractive lens phase profile is encoded on a SLM
for ophthalmic applications. The reflectance display of Glasner et
al. [13] uses a liquid crystal on silicon(LCoS) SLM to fabricate
BRDFs. Carles et al. [14] uses an SLM as an adaptable phase
mask for wavefront coding.

PSF Engineering
PSF engineering can be achieved by modulating the pupil

function. We use the phase-coded aperture approach to manip-
ulate the PSF distribution by employing a phase-only SLM as a
phase mask. This phase modulating SLM in the pupil plane acts
similar to an optical lens: however, instead of spatially varying the
thickness of a glass plate, we encode the SLM with a grey level
image to program the refractive indices of the cell array. We use
a standard phase retrieval algorithm to compute the phase pattern
that is deployed on the SLM. Before we describe our phase esti-
mation in more detail we will first revise the relation between the
pupil function that we are going to modulate and the resulting PSF.

Fraunhofer approximation
The PSF of an incoherent imaging system is the squared mag-

nitude of the amplitude response function. Therefore the phase
term of the response function provides an additional degree of
freedom to optimize the PSF distribution.

According to the Fraunhofer approximation [1] the PSF of a
diffraction limited optical system is obtained as the Fourier trans-
form of the exit pupil function. The PSF of this system can be
formulated as
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where A is a constant denoting the amplitude, f is the focal length
and P(x0,y0) is the complex pupil function. The complex gener-
alized pupil function of a modulated system is

P(x,y) = tA(x,y)exp[ jW (x,y)] (2)

where W (x,y) is the wavefront deformation function introduced
by the SLM, and tA(x,y) is the amplitude transmittance associated
with the limited size of the lens pupil.

Phase modulation
The PSF modelling problem can be seen as one of design-

ing a proper function W (x,y). For phase estimation we use the

commonly used Gerchberg-Saxton method [15]. An overview of
our processing pipeline is shown in Fig. 1. We initialize the pupil
function with a random phase and amplitude function. Within a
single iteration, first the pupil function amplitude is set to be uni-
form within the pupil and zero outside. And the phase function
remains as initialization. Then the wavefront is propagated to the
image plane applying the Fraunhofer diffraction theory by Fourier
transformation. At the image plane, the result of this transforma-
tion is calculated. We calculate the target amplitude function from
the intensity pattern of the target PSF and subsititute the calcu-
lated amplitude function with the target. The phase term of the
wavefront distribution remains the same. Then it propagates back
to the pupil plane by inverse Fraunhofer propagation through in-
verse Fourier transformation. After multiple iterations, we obtain
the phase distribution of the pupil function. The algorithm error
decreases due to Parseval’s theorem.

We found both in the simulation and experiment that the gen-
erated single phase pattern does not produce a smooth PSF pattern.
The main reason for this is that the iteration algorithm only finds
approximated results with speckles. To alleviate the above men-
tioned effects, we generate an entire sequence of phase frames. In
particular, we generate 60 frames of phase images with different
initialized random pupil functions and combine them into a one
second video featuring a frame rate of 60Hz. The video is then
played back on the SLM and repeated during image capture.

Experimental setup
To achieve PSF modulation, we use a liquid crystal on silicon

PLUTO-VIS-016-HR by Holoeye Inc. It consists of a 1920×1080
refractive liquid crystal cells on a silicon reflective layer with 8µm
cell pitch. A linear polarizer must be added in front of the SLM,
because phase-only modulation applies only for polarized light.
The maximum modulation range of the SLM is 6.7π at 532nm.
The SLM operates as a display device employing a frame rate of
60Hz. By displaying an 8 bit grayscale image, the refractive index
of each cell is changed by digital pulse code addressing. Each
gray value of the displayed image relates to an addressing voltage,
which drives the molecular orientation of the liquid crystal cell to
switch its refractive index. We use a voltage-to-phase mapping
for gamma correction. The limitation of the SLM is the address-
ing scheme. It is pulse code-based and hence produces temporal
discrete electronic pulses to accumulate a certain averaged Z orien-
tation of the parallel-aligned liquid crystal molecules. Therefore a
phase jittering effect exists due to timing and orientation mismatch
between different molecular orientations.

We designed a simple imaging setup having the SLM placed
in front of a telephoto lens. We set the object at the far field,
and use the small field of view of the telephoto lens to make the
non-uniform phase coding negligible.

Our experimental setup is illustrated in Fig. 2. We put an
artificial star with an aperture diameter of 70µm at a distance of
1.72m from the SLM surface to fulfill the far field condition of the
Fraunhofer approximation [1]. We place a spectral filter in front
of the star aperture to produce monochromatic illumination. The
spectral filter is a VariSpec VIS-07-35. It has a 35mm aperture and
33 color bands from 400nm to 720nm with a step-size of 10nm and
a bandwidth of 7nm. In our experiments we used the 550nm band.
Then a linear polarizer is set between the star target and the SLM
surface to enable phase-only modulation. The modulated light is
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Figure 1: Overview of our optimization procedure for the pupil phase function.

Figure 2: Imaging setup with SLM and a telephoto lens

captured by a camera with a telephoto lens. We use a Tamron
70-300mm f/4-5.6 zoom lens. We employ a DVC4000C camera
with a Bayer color filter array for image capturing. We pick the
focal length 125mm to magnify the spiral PSF with a width less
than 100 pixel. Finally, we capture all images with a HDR pipeline
following [16] which uses an optimal weighting function under
the assumption of compound-Gaussian noise.

Results
We now demonstrate results for generating PSFs of various

shapes and geometry. We show the optimized phase pattern and
illustrate the limitation of displaying a static phase image rather
than playing back an entire sequence of phase images. We also
include a robustness analysis by comparing the PSFs obtained by
using phase videos at different frame rates. We demonstrate a
refocusing application with this system.

Captured PSFs and optimized phase pattern
In Fig. 3 (a)-(e) we show various images of PSFs generated

through phase modulation with our imaging setup. Note the large
variety and the complex shapes that can be realized with our setup.
All of these images have been logarithmically scaled for better
visibility. The prominent central peak is caused by zeroth order
diffraction of the SLM cell array and the non-modulated reflec-
tion. If necessary, it could be removed by subtracting an image
with neutral phase pattern. The vertical strikes are caused by the
diffraction of the non-modulating reflective SLM frame. Fig. 3 (g)
shows an optimized phase pattern for a spiral PSF obtained by the
Gerchberg-Saxton algorithm. In Fig. 3 (f) we present an image

of a real scene with LEGO bricks captured with the spiral-shaped
PSF depicted in Fig. 3 (e). The lego scene is monochromatically
illuminated by the same color filter illuminated from a broadband
light source filtered by the same color filter that has been used for
PSF capture. At careful inspection one can read off the spiral PSF
at isolated highlights.

We can also vary the PSF pattern in a sequence of image
capturing. We present an animation of an animated spiral PSFs in
Fig. 41. We produce a phase video for generating each frame of
the PSFs. One can observe the smoothly shrinking sequence of
the PSFs.

PSF stability analysis
Experimentally we observed that the captured image of a gen-

erated PSF exhibits unwanted discontinuities as shown in Fig. 5 (a).
These discontinuities are highly dependent on the initial phase
function of the pupil function. Therefore one can increase the
PSF stability by averaging the energy distribution caused by the
phase modulation. Deploying the advantage of the SLM to play
back videos, we generate a sequence of images to produce phase
images produced by varying the initialization. During image cap-
ture, we repeatedly play back the video on the SLM. The resulting
PSF can be thought of as a temporal average over the individual
played-back video frames. Fig. 5 (b) shows the PSF obtained by
playback of a phase video containing 60 frames over a duration of
one second. Note the much improved smoothness in appearance
through temporal averaging.

To analyze the stability of this procedure, we created multiple
phase videos of different frame rates. We captured PSF images
and compared the PSF smoothness. To this end we chose the
60fps phase video to be the ground truth PSF, which is depicted in
Fig. 5 (b). We compute the mean square error between the ground
truth PSF and the resulting PSFs obtained by phase videos with
a varying frame rate of 5fps, 10fps, 15fps, ..., 55fps. Integration
time was one second in all cases. We show the result of this
comparison in Fig. 5 (c). The discontinuities decrease quickly
with an increased frame rate and level off at a frame rate of 30fps.

Refocusing
By modulating the phase term of an optical wavefront, its

propagation will be redirected. A Fresnel lens phase pattern is a
quadratic phase transformation function modulo the phase modu-
lation range as shown in Fig. 6 (c). By adding a Fresnel lens phase
pattern, the incoming wave is converged to a different focal plane
from its original focal plane. In this experiment, we compare the
images captured by displaying an uniform grayscale image and a
Fresnel lens grayscale image on the SLM.

In practice, our refocussing technique is demonstrated in

1Please use Adobe Acrobat Reader for display of the animated image.
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(a) Eye (b) EI logo

(c) Heart (d) Infinity symbol

(e) Spiral (f) Real scene captured with (e)

(g) Optimized phase pattern for the spiral PSF shown in (e). Note the
spatial discontinuities.

Figure 3: Captured PSFs

Fig. 6. Three Lego bricks are placed at three different distances
from the SLM. The camera is manually focused on the farthest
object. We encode a uniform level grayscale image on the SLM
to reflect the incoming light without any modulation. Fig. 6 (a)
shows a captured image by encoding an uniform zero level gray
image to the SLM. We then encode a Fresnel lens on the SLM
to shift the focal plane to the Lego figure. We show the result in

Figure 4: Time-varying PSF in form of a animated spiral. Please
use a pdf viewer that allows for animated image playback such as
Adobe Acrobat Reader.

Fig. 6 (b). One can observe especially from the arm and the head
of the Lego figure, a desired high frequency edge is reproduced
by refocusing. One can also observe a halo effect on each object.
This is caused by the residual non-modulated light.

Discussion and Future work
The main limitation of our current technique is twofold: the

PSF contains speckles and a central peak. Smooth PSF patterns
can be achieved by encoding a phase video to perform temporal
averaging, of course at the cost of additional exposure time that
is needed for image capture. The central peak of the PSFs are
caused by the non-modulated reflection, zeroth order diffraction.
The observed speckles are produced due to existence of intefer-
ence. However, the temporal cost can be reduced by using the
residual PSF as the target to compensate the PSF discontinuities
in the future. In the future, one could try to obtain a smoother
SLM pattern by exploiting transport theory as done for the design
of caustics pattern [17]. The central peak response can be elimi-
nated by capturing PSFs by encoding uniform level phase images
onto the SLM and with a subtraction thereafter. The possibility of
generating PSFs of user-specified geometry might result in novel
deconvolution applications such as spatial-spectral multiplexing
or motion blur removal. Even light field applications could be
generated by encoding micro-lens array patterns on the SLM.

Conclusion
We introduced a novel phase-coded aperture technique that

allows the generation of user-specified PSF geometry on a pho-
tographic camera. Using the standard Gerchberg-Saxton method,
we produced 8 bit grayscale images to encode the phase pattern
on the SLM to realize phase modulation. The resulting system
allows for full control of the PSF even over time. This ability
might enable a number of interesting novel imaging applications.
We demonstrated its practical use in the case of digital refocus-
ing. The possibility of generating PSFs of user-specified geometry
might result in novel deconvolution applications such as spatial-
spectral multiplexing or motion blur removal. Even light field
applications could be generated by encoding micro-lens array pat-
terns on the SLM.
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(a) PSF when displaying a single static phase
on the SLM

(b) PSF when averaged over 60 phase patterns
displayed on the SLM

(c) PSF reconstruction error vs number of tem-
porally averaged frames

Figure 5: PSF stability analysis

(a) Defocused lego figure (b) Refocused lego figure

(c) Phase pattern of a Fresnel lens
Figure 6: Refocusing by implementing a Fresnel lens phase pattern
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