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Abstract 
While a work of art can evoke an aesthetic experience, the same 

can apply to a grand ballroom or a sunset. Like fine art, everyday 
scenes contain aesthetic qualities, with some scenes being preferred 
over others. The general meaning of a scene, known as scene gist, is 
extracted rapidly and automatically, with just a brief glance, mainly 
from the low spatial frequency information in the image. We asked 
whether such rapid and coarse overall representation also allows for 
a stable aesthetic impression. In a series of experiments, we 
investigated to what extent intrinsic (image type) and extrinsic 
(temporal and spatial resolution) factors affect the aesthetic response 
to real-world images.  We varied these factors in different groups of 
participants who rated sets of images for aesthetic pleasure. Here we 
show that aesthetic responses are extracted rapidly, consistently and 
automatically with just a glance at scene. Moreover, participants 
preferred natural scenes over urban or indoor scenes, at both rapid 
and unlimited exposures. This pattern of preference interacted 
significantly with self-similarity and anisotropy, two image 
statistics previously shown to correlate with aesthetic response to 
artworks. The results presented here allow for a deeper 
understanding of the aesthetic response to our every-day 
surroundings.  

Introduction  
Aesthetic experiences are not restricted to viewing art works 

exposed in museums and art galleries. Whether created by nature 
or by human hands, there is a design to the world around us and 
every time we open our eyes, we engage in an aesthetic evaluation 
of our environment which can subsequently influence our 
behaviour. For instance, when enter your favorite restaurant, you 
might prefer a table in the corner overlooking the whole room, or 
a table by the window to look outside. Compared to other areas of 
scene perception research, relatively little investigation has been 
put forth in understanding what drives environmental scene 
preferences and how they are formed in our mind.  

The paradoxical nature of scene perception makes it an 
interesting field of study. On the one hand, real-world scenes are 
incredibly complex with seemingly limitless variations. On the 
other hand, they show consistent regularities that allow for rapid 
extraction of meaning from a scene with only a glance (gist). The 
process by which the visual system extracts meaningful 
information from the environment has been studied extensively. 
Factors such as spatial and temporal resolution, the attentional 
requirements and the inherent statistical regularities of scene 
information allow the visual system to organize the incoming 
stream of chaotic information into coherent and meaningful 
representations in just an instant. Given the proposed ubiquity of 
aesthetic evaluations to our visual environments, this paper will 
contrast the aspects of scene gist in relation to how we form 
aesthetic evaluations of real-world scene images.  

Scene gist: Spatial/temporal resolution 
The speed at which we can meaningfully recognize different 

visual environments has been well documented [1, 2, 3, 4]. 
Evidence from both behavioral and neurophysiological sources 
suggest that we accomplish this rapid recognition through an initial 
feedforward sweep of cortical activation carrying primarily the 
coarse, low spatial frequency information of the image [5, 6]. This 
is likely because the gist of a scene is meant to gather as much 
information as possible on that first glance. 

Bar and colleagues [7, 8] proposed that coarse, low-resolution 
information is initially extracted in order to facilitate visual object 
recognition by triggering top-down information regarding the 
object context. This idea was also part of the reverse-hierarchy 
theory [9], suggesting that coarse, low-spatial frequency 
information is first extracted during the rapid feed-forward cortical 
sweep to activate a global scene template, followed by recurrent 
feed-back signals required to extract the fine details of a scene. As 
a result, this initial, rapidly produced scene gist, is an imprecise 
representation that maintains the global relations between elements 
but loses the identity of the local details [10, 11, 1, 12, 13, 14] See 
Figure 1.  

 

       
 
Figure 1. Left image simulates the gist of a scene extracted from the coarse 
feedforward sweep of information through the hierarchy of the occipito-temporal 
cortex. Right three images simulate details extracted after feedback for vision with 
scrutiny [see 9].  
 

Given that meaningful scene information is extracted 
extremely rapidly and likely at an overall coarse spatial resolution, 
in Study 1 we asked whether consistent aesthetic evaluations could 
be elicited from the same kind of impoverished information with 
extremely short display durations and low resolution images.  

Scene gist: Automatic and obligatory 
The rapid nature of the way we extract scene category 

information has led investigators to question whether this process is 
automatic, meaning that it occurs without directed attention. The 
role of attention in scene categorization has been controversial. 

248
IS&T International Symposium on Electronic Imaging 2017

Human Vision and Electronic Imaging 2017

https://doi.org/10.2352/ISSN.2470-1173.2017.14.HVEI-152
© 2017, Society for Imaging Science and Technology



 

3 

Some research groups argue that attention is necessary [15], while 
others suggest that categorization can occur without attention [16]. 
However, recent findings using a Stroop-like paradigm [17] where 
scene images themselves were task-irrelevant, revealed that visual 
categorization is an automatic and obligatory process, meaning that 
observers cannot help but categorize a scene as soon as they have 
seen it.  

Given that meaningful scene category information is extracted 
without conscious attention, in Study 2, we asked whether aesthetic 
evaluations to real-world images also take place automatically 
during a non-aesthetically related task.  

 
Rapid and automatic aesthetic responses to 
artistic stimuli 

Investigations into the formation of an aesthetic experience 
from artworks have focused on higher cognitive factors such as 
successful interpretation and understanding of the artists’ intentions 
[18]. However, recent findings using works of art [19] have found 
that aesthetic judgments can be extracted rapidly (presentation time 
of less than 50ms) and automatically, as assessed through implicit 
tests. Every-day, real-world scenes do not usually have the same 
picturesque nature as works of art,  however they do contain similar 
low-level statistical regularities [20]. While there are many studies 
investigating the nature of the aesthetic experience in response to 
works of art, fewer articles address the aesthetic preference for real-
world scenes.  

Given their ability to explain aesthetic evaluations of artistic 
stimuli, in Study 3 we asked whether investigating specific image 
statistics could explain some of the natural preferences for real-
world scene categories.  

Study 1: The spatial/temporal nature of the 
aesthetic evaluations of scenes 
 
 In order to determine whether the gist of a scene also contains 
and aesthetic evaluations, we investigated whether consistent scene 
preferences could be elicited under gist-like viewing conditions 
(low resolution and rapid display).   
 
Method 
 
Participants 

Three separate groups of 20 participants were recruited to take 
part in this study. Group 1: 7 men, 13 women, mean age of 24.80 
years, SD = 7.16. Group 2: 6 men, 14 women, mean age of 20.85 
years, SD = 3.61. Group 3: 7 men, 13 women, mean age of 21.50 
years, SD = 4.90. The study was conducted in accordance with the 
ethical principles regarding research with human participants as 
specified in The Code of Ethics of the World Medical Association 
(Declaration of Helsinki). All studies in this paper were approved 
by the Ethical Committee of the Faculty of Psychology and 
Educational Sciences (EC FPPW) of the University of Leuven (KU 
Leuven), and the participants provided informed consent before 
beginning the experiment. 
 
Stimuli and Design 

Stimuli consisted of 75 images selected from the Scene 
UNderstanding (SUN) database [21]. These images corresponded 
to a diverse set of naturalistic environments (36 indoor, 39 outdoor 
images). Given that color is such a strong cue to both scene 

classification [22] and aesthetic response [23], we selected to 
greyscale and resize the images (1200 x 900 pixels) in order to 
emphasize spatial structures. The experimental design consisted of 
the same stimuli viewed under three different conditions; Full 
Resolution with Unlimited display duration (FR-U), Low 
Resolution with Unlimited display duration (LR-U), and Full 
Resolution with Rapid display duration (FR-R). In a between-
groups design, participants rated each image on an aesthetic scale 
from 1-10 (1 being extremely unattractive or displeasing and 10 
being extremely attractive or pleasing) under the different viewing 
conditions. In all conditions images were presented in the center of 
the screen at a viewing distance of 60cm from the screen (apparent 
size 15.18° x 10.94° visual angle). In the FR-U condition, images 
were presented one at a time and remained on the screen until 
participants entered an evaluation response.  

For the LR-U condition images were filtered using the 
Gaussian pyramid techniques [24]. In this procedure, the resolution 
and sample density of an original image were reduced. Repeating 
the procedure on the output image and reducing it further resulted 
in a series of quasi-bandpassed images. These images were then 
expanded by interpolating values between sample points. The 
selected low resolution images had a spatial frequency of 4.6 
cycles per image and were tested in a separate experiment for 
successful basic level categorization [25]. Images remained on the 
screen until participant entered a response.  

In the FR-R conditions, stimuli were presented for 50ms 
followed by a static noise mask created by pixel scrambling the 
original image. The mask was displayed for 1 second followed by 
the scale where participants were prompted to enter their response. 
 

 
 
Figure 2. Examples of each viewing condition from Study 1.  
 
Results 

A Pearson product-moment correlation coefficient was 
computed to assess the relationship between the aesthetics score of 
the three conditions (corrected). Comparing the FR-U condition 
with the LR-U condition yielded no significant relationship (r = 
0.091, p = 0.437 - see Figure 3A) suggesting that reducing the 
resolution of real-world scene images alters the aesthetic 
evaluation. However, comparing the FR-U condition with the FR-
R condition yielded a significant positive correlation (r = 0.76, p < 
0.01 – see Figure 3C) suggesting that much of the information 
needed to arrive at a consistent aesthetic evaluation is available 
within the timing of scene gist and extended viewing time does not 
substantially increase or decrease preference of the stimuli. No 
significant correlation was observed between the LR-U condition 
and the FR-R condition (r = 0.173, p = 0.136 – see Figure 3B) 
suggesting that while meaningful category information is available 
in both of these viewing conditions their aesthetic evaluation is not 
equivalent.   
 

Full resolution
Unlimited display

1	- 2	- 3	- 4	- 5	-6	-7	- 8	- 9	- 10Unpleasant
Unattractive

Pleasant
Attractive

Full resolution
Rapid display

1	- 2	- 3	- 4	- 5	-6	-7	- 8	- 9	- 10Unpleasant
Unattractive

Pleasant
Attractive

50ms

Low resolution
Unlimited display

1	- 2	- 3	- 4	- 5	-6	-7	- 8	- 9	- 10Unpleasant
Unattractive

Pleasant
Attractive
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Discussion  
In their model of aesthetic perception, Leder and colleagues 

argued that a true aesthetic response takes several stages of 
processing as well as cognitive mastery of the subject [18]. While 
this multistage realization of aesthetic beauty may seem to be in 
contrast to the current findings, his model of aesthetic perception 
speaks specifically to artistic stimuli that naturally elicit an 
aesthetic response. The context of which is starkly different from 
the experience of the participants in the current study.  
 More recently Redies proposed a model of aesthetic 
perception that involves the separation of the aesthetic reaction to 
the perceptual form of an image from its greater cultural and artistic 
context [26]. The purely perceptual form of beauty is thought to be 
extracted rapidly (perhaps even unconsciously), with formal 
properties being universally accepted as pleasing.  While this 
model was also conceptualized to explain aesthetic responses 
specific to artworks, the channel of the model dedicated to sensory 
perception can also explain the current results for photographs of 
scenes. Redies suggests that the intrinsic nature of the image, if 
found to be beautiful, will activate a beauty-response mechanism 
in the brain. This mechanism is purely perceptual and universal 
amongst humans. This theory would account for the extremely 
high correlation from one subject group to the next [27] as well as 
the rapid time-course with which participants were able to form 
their aesthetic evaluations.  

The perceptual channel of this model emphasizes the global 
form or “composition” of the stimuli as paramount for aesthetic 
appreciation.  However, in the LR-U condition, the global aspects 
of the image were not disrupted, leaving the relationships of the 
local elements intact. What could account for the lack of significant 
correlation between this viewing condition and the Full Resolution 
conditions?  

One possible explanation for this is that while reducing the 
spatial frequency of scene images retains its gist information (basic 
meaning), fine detail aspects of its content are lost. Content 
processing makes up the other branch of the Redies model and has 
a strong effect on the aesthetic response. The loss of content 
information in the LR-U condition may account for the lack of 
relationship to unimpaired viewing.  

Another possible explanation surrounds the notion of image 
quality. Photographs may be affected by undesirable blur artifacts 
from motion of the subject or motion of the camera. These artifacts 
are commonly thought to be less visually pleasing and some 
empirical work has demonstrated that reduction in image quality 
has a strong negative effect on perceived aesthetic evaluation [28]. 
Therefore, the intentional reduction of image resolution for the LR-
U image set may have in fact prematurely reduced the potential for 
positive aesthetic evaluation in our participants.  

Study 2: The automaticity of aesthetic 
evaluations 

Given that the results of Study 1, in which a reliable aesthetic 
evaluation could be achieved with only a 50ms masked display, we 
asked whether this was achieved automatically, meaning the 
reaction would occur even when the observer was not directed to 
make an aesthetic evaluation. To investigate this further, we 
employed the Implicit Associations Test (IAT), a method widely 
used to assess implicit processing on several topics [29].  

 

Method 
Participants 

Twenty-two participants, took part in the study (8 men, 14 
women, mean age of 22.90 years, SD = 4.57). 

 
 
Figure 3. Scatterplot of the relationship between aesthetic evaluation scores of the 
three viewing conditions of Study 1.  
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Stimuli and Design 
Stimuli were taken from the database of 75 images used in 

Study 1. The 10 most aesthetically pleasing images and 10 least 
aesthetically pleasing images were selected from the Full-
Resolution-Unlimited viewing condition (see Figure 4). These 
images revealed some consistencies regarding aesthetic preference 
for scenes. The most pleasing images were all outdoors and the 
least pleasing images were all indoors (see below, for further 
discussion of outdoor/indoor distinction). This complementary 
category proved useful in designing the IAT study. Participants 
were told to focus on the indoor/outdoor concept and were unaware 
of the underlying aesthetic difference between image groups. This 
allowed us to target the automatic nature of aesthetic processing 
more directly.  

 
Figure 4. The 10 highest and 10 lowest scoring images from the full resolution- 
unlimited display duration condition from Study 1.  
 

The IAT is a measurement tool designed to detect the strength 
of an automatic association between certain concepts and attributes 
(Greenwald et al., 1998).  The current design has a slight variation 
on the traditional IAT such that the concept of interest was the 
automatic association of aesthetically pleasant vs. aesthetically 
unpleasant scenes, however participants were instructed that the 
target concept was the indoor/outdoor distinction.   

Participants completed the standard IAT design which 
consists of seven blocks of trials [29]. The test was designed using 
PsychoPy [30]. Attribute categories were labeled Pleasant and 
Unpleasant, and target concepts were labeled Outdoor and Indoor. 

The procedure began with the target concept categorization. 
In this first block participants categorized the images as indoor or 
outdoor. This and later categorizations were performed by pressing 
the left response key for one target concept (e.g. outdoor) and the 
right response key for the other (e.g. indoor). In the second block 
the attribute dimension was introduced, also in the form of a two-
category differentiation, and participants categorized aesthetically 
pleasant versus unpleasant words (see Table 1 for the list of words). 
In the third block, these two categorization tasks were combined to 
form a dual-categorization task, in which both stimuli for target 
(indoor/outdoor) and attribute dimension (aesthetically 
pleasant/unpleasant words) appear. Subsequently, participants 

learn a reversal of response 
assignments for the target 
concepts categorization, 
and finally the attribute 
categorization (not changed 
in response assignments) is 
combined with this reversed 
target categorization in the 
second dual-categorization 
task. If the target concepts 
are differentially associated 
with the attribute 
dimension, the participant 
should find one of the 
combined dual-
categorization tasks to be 
significantly easier than the 
other. Specifically, if 
aesthetic processing is indeed automatic, participants should be 
faster and more accurate in congruent pairings, when outdoor 
(aesthetically pleasant) images are paired with pleasing words and 
indoor (aesthetically unpleasant) images are paired with 
aesthetically unpleasant words, compared to incongruent pairings, 
pleasant images with unpleasant words. The measure of this 
difficulty difference provides the measure of implicit association 
between the target concepts and attribute dimension. 
 
Results & Discussion 

We computed the averaged response accuracies and latencies 
from the main dual-categorization blocks and compared them. The 
results confirmed our predictions. Participants were significantly 
more accurate in the congruent block [pleasant image + pleasant 
word/unpleasant image + unpleasant word] compared with the 
incongruent block [pleasant image + unpleasant word/unpleasant 
image + pleasant word] (t21 = 2.24, p = 0.03, one tailed) (Figure 5). 
Participants also showed a trend towards shorter reaction times for 
the congruent compared to incongruent condition, however this did 
not reach statistical significance (t21 = 1.72, p=0.06, one tailed). 
Taken together, these results suggest that participants could more 
easily make the congruent association -the outdoor images with 
pleasant words and the indoor images with unpleasant words, than 
associate the incongruent pairings together- outdoor images with 
unpleasant words and indoor images with pleasant words, despite 
not being directed to making aesthetic evaluations or being aware 
of any underlying aesthetic variable.  

 
 
 
Figure 5. Results of the IAT. Left panel shows trend of participants responding more 
slowly to the incongruent associations than to the congruent association. The right 
panel shows that participants were significantly more accurate on the congruent pairs 
than the incongruent pairs.   
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Beautiful
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Terrible
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Horrible
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10 pleasant
words
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Table 1. The attribute categories of pleasant
and unpleasant words to be associated with
the target concepts of high aesthetically
pleasing (outdoor) and low aesthetically
pleasing (indoor) images in the IAT.

Most aesthetically 
pleasing

Least aesthetically 
pleasing

IS&T International Symposium on Electronic Imaging 2017
Human Vision and Electronic Imaging 2017 251



 

The current study attempted to uncover whether aesthetic 
evaluations to real-world scenes occur automatically by using a 
task in which aesthetics were irrelevant for the goal of the 
participants. Studies using the IAT to determine the automaticity 
of the aesthetic response to artwork [31], designed object [32] or 
symmetrical patterns [19], have revealed that these evaluations 
appear to take place rapidly and implicitly. The current results 
support this finding for real-world scenes, demonstrating that when 
we look at a scene, we engage a process of aesthetic evaluation that 
is outside of intention, awareness and control  

While the design of this IAT experiment does not allow for 
the separation of the aesthetic reactions to the stimuli and the 
overall concept of outdoor = pleasant and indoor = unpleasant, 
the relationship between these concepts is clearly one of automatic 
association. Those studies that have directly addressed aesthetic 
evaluations of natural scenes and landscapes consistently find 
observers prefer outdoor scenes with trees and vegetation over 
urban or indoor scenes [33, 34, 35, 36, 37]. Why we prefer more 
natural visual environments and the possible underlying features at 
the root of this preference are explored in Study 3.   

Study 3: Investigating the indoor/outdoor 
aesthetic response  

 Results of Study 1 revealed that the most aesthetically pleasing 
images were mainly outdoor and the most aesthetically displeasing 
images were mainly indoor. This preference for outdoor images has 
previously been established and widely supported (38, 39, 40, 41, 
42, 43). Several theories as to why this preference may exist have 
been put forward, some evolutionary, some cognitive, and some 
perceptual.  

Kaplan and Kaplan have argued that evolution has left its 
mark on contemporary humans in the form of an innate preference 
for natural environments with deflecting vistas [44, 45]. Other 
investigations have concurred, suggesting that this preference is 
the result of unlearned factors of evolutionary origin. They assume 
that because humans evolved over a long period in natural 
environments, they are to some extent biologically adapted to 
natural as opposed to built visual content [46, 47, 48]. In addition, 
natural views tend to be therapeutic compared to urban or indoor 
scenes in terms of reducing stress or anxiety, and improving post-
surgery recovery time (49, 50, 51), suggesting an association with 
this type of visual information and stress/pain reducing receptors 
in the brain that may have evolved over time [43].  

Several cognitive factors have shown a salient difference 
between these image types. Natural scenes have shown greater 
sustained attention and interest much more effectively than the 
urban views [37]. In addition, outdoor landscapes tend to be less 
memorable than urban or indoor scenes [52].  

From a perceptual perspective, indoor and outdoor scenes 
differ in their visual properties [53, 54, 55]. Accessing these 
properties allows observers to quickly gain relevant information 
about the visual environment and likely drive the evolutionarily 
adaptive and cognitive responses we have towards these stimulus 
types. Studies of rapid visual processing demonstrate that we can 
categorize outdoor images more accurately at brief exposure 
durations than indoor images [1]. Additionally, investigations of 
certain statistical features of scene images has revealed that these 
image statistics are exploited by the visual system in order to 
estimate the degree of scene naturalness [56].  

In an effort to better understand aesthetic preferences, image 
statistics have also been useful in predicting aesthetic evaluations 

in artwork and other visual stimuli. In these studies, computer-
assisted algorithms are used to extract features that characterize 
aesthetic images [57, 58, 59, 60, 61]. Image features that can be 
extracted from the Pyramid Histogram of Oriented Gradients 
(PHOG), such as Self-similarity, Complexity and Anisotropy have 
been especially useful in understanding the statistical relationship 
between artwork and real-world images as well as predicting 
aesthetic evaluation. Below we briefly introduce these measures.   

The property of Self-similarity implies that an image as a whole 
has an appearance similar to its parts. Closely related concepts are 
scale-invariance and fractality [62]. Scale invariance is found in 
many categories of natural images [63], with outdoor foliage and 
vegetation based images showing some of the highest values. For 
example, the structure of a tree has the same structure as one of its 
branches, which has the same structure as the veins of its leaves. 
Self-similarity is a feature of several different styles of artwork, 
including but not limited to landscapes as well as portraits (58, 64, 
62). Investigations into the role of self-similarity in aesthetic 
evaluation has revealed that many image categories, which are not 
aesthetically pleasing, show less self-similarity [60]. Given these 
findings, we predict a positive correlation between self-similarity as 
measured by the PHOG method and aesthetic evaluation scores. 

There are several objective and subjective methods to measure 
Complexity. Berlyne [66] described complexity as the regularity of 
the pattern, the number of elements that form the scene, their 
heterogeneity, or the irregularity of the forms. He suggested that a 
high aesthetic appeal is associated with an intermediate level of 
complexity in an inverted U-shaped function [for a review 66]. 
Complexity in natural scenes, as measured by the number of 
independently perceived elements, has shown a moderate to high 
aesthetic appeal [32, 67]. No significant relationship was observed 
between Complexity and perceived beauty in abstract artworks [61]. 
The variation in the relationship between aesthetic evaluation and 
Complexity in the literature is not be surprising given the different 
classes of stimuli tested. Therefore, following the literature that has 
utilized real world images, we predict a moderate to high level of 
Complexity will be preferred. 

Anisotropy is the property of directionally dependent 
orientations. Natural scenes tend to be less anisotropic (i.e. more 
isotropic), having edges randomly distributed in various directions, 
whereas human-made structures such as rooms or cityscapes usually 
have strong vertical and horizontal edges, making their directions 
less uniform or more anisotropic [55]. Subsets of Western artworks 
show a relatively uniform orientation distribution which is similar 
to natural scenes [68]. However, the contribution of low anisotropy 
to aesthetic perception remains unspecified. Given that natural 
images tend to be more isotropic, we predict that the values of 
anisotropy will be negatively correlated with aesthetic evaluations 
to the current image set.  

We asked whether such image features may be useful in 
understanding the aesthetic preference for the outdoor scenes 
observed in Study 1 and others. We set out to replicate the 
significant findings of Study 1 with a larger dataset that was 
balanced for indoor, outdoor-urban and outdoor-natural 
environments. We then used the PHOG method to extract the 
relevant image statistics from this new dataset for comparison with 
the aesthetic evaluations from a new pool of participants.  
Method 
Participants 

Two groups of twenty participants took part in the study. 
Group 1: 5 men, 15 women, mean age of 25.21 years, SD = 10.14. 
Group 2: 8 men, 12 women, mean age of 24.90 years, SD = 7.94. 
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Stimuli and Procedure 

Stimuli consisted of 300 images selected from the SUN 
database [21]. These images were balanced for environment type 
(100 indoor, 100 outdoor-urban and 100 outdoor natural). Images 
were greyscaled and resized to 1200 x 900 pixels. Given the lack 
of significant relationship between low-resolution images and our 
other two viewing conditions from Study 1, this study was 
restricted to the full-resolution conditions. The experimental 
design consisted of the same stimuli viewed under two different 
conditions; Full Resolution with Unlimited display duration (FR-
U), and Full Resolution with Rapid display (FR-R). In a between-
groups design, participants rated each image on an aesthetic scale 
from 1-10 (1 being extremely unattractive or displeasing and 10 
being extremely attractive or pleasing) under the different viewing 
conditions. In all conditions images were presented in the center of 
the screen at a viewing distance of 60cm (apparent size 15.18° x 
10.94° visual angle). In the FR-U condition, images were presented 
one at a time and remained on the screen until participants entered 
a response. In the FR-R condition, images were displayed for 50ms 
and masked by a static noise pattern created by pixel scrambling 
the original image. The mask was displayed for 1 second followed 
by the scale where participants were prompted to enter their 
response. 

 
Image statistics 

Anisotropy, Complexity and Self-similarity were calculated 
based on histograms of oriented gradients (HOGs), following 
approaches that were originally introduced by Dalal and Triggs 
[69] and Bosch et al. [70]. 

HOG Anisotropy is a measure for the heterogeneity of 
luminance gradient strength across orientations in an image. In 
order to obtain this measure, luminance gradients are binned in 16 
equally sized orientation bins that cover the full 360 degrees of 
orientations in the image [69]. Then, the strengths of the gradients 
in the different orientation bins are compared. High values of HOG 
Anisotropy indicate that, for some orientation bins, gradient 
strength is stronger than for others, while a uniform distribution of 
luminance gradients across all orientations leads to values close to 
zero [see 68].  

We defined HOG Complexity as the total strength of all 
luminance gradients in an image. Therefore, the sum of the 
strengths of all oriented gradients, which correspond to the edges 
or lines with different orientations in the image, was used as a 
measure of HOG Complexity [68]. Higher values indicate more 
complex images. 

The calculation of PHOG Self-similarity is based on a 
pyramid approach [70]. First, the histogram of oriented gradients 
for the entire image is calculated (level 0). In the second step, the 
image is divided into 4 rectangles of the same size and the HOG 
features are calculated for each rectangle (level 1). Then, each of 
the 4 subimages are again divided into equal rectangles and the 
HOG features is calculated for the resulting 16 subimages, as well 
(level 2). We took this approach up to level 3. In order to calculate 
PHOG Self-similarity, we compared the HOG features on level 3 
(64 subimages) with the HOG features on level 0 by using the 
Histogram Intersection Kernel [71]. The obtained measure has a 
range from 0 to 1, with higher values indicating more self-similar 
images. 

The analysis was carried out using MATLAB 2008A [for a 
more detailed account of the calculations, see the appendix to 72]. 

 
Results  

A Pearson product-moment correlation coefficient was 
computed to assess the relationship between the aesthetics score of 
the two conditions. Comparing the unlimited viewing condition 
with the rapid viewing condition again yielded a strong significant 
relationship (r = 0.79, p < 0.001 - see Figure 6) suggesting that 
most of the information needed to make an aesthetic evaluation is 
attained in the first glance of a scene.  
 
 

 
 
 
Figure 6. Scatterplot of the relationship between aesthetic evaluation scores for 
unlimited and rapidly presented displays of scenes.  
 
 

Breaking down this relationship into the different image 
classes revealed that outdoor-natural images were preferred over 
indoor images, replicating the findings from Study1. In view of the 
finding that observers prefer natural scenes, it is not surprising that 
the presence of man-made features in natural settings, such as in 
the outdoor-urban set, elicited more negative preference [73,  74].  

Comparing the aesthetic evaluations of these two image 
classes in the rapid presentation condition with their extracted 
image features revealed no significant relationship between the 
aesthetic evaluation score and Anisotropy (r = 0.13, p > 0.05), 
Complexity (r = 0.03, p > 0.05) or Self-similarity (r = 0.04, p > 
0.05). However, when we focused on the more extreme aesthetic 
dichotomy of outdoor-natural and indoor images an interesting 
inverse relationship was revealed.   

Examining the image feature of Anisotropy (see Figure 7A; 
for outdoor images, we observed a significant positive correlation 
between the anisotropy measures and the aesthetic evaluation 
scores (r = 0.31 p < 0.01). Participants thus preferred non-uniform 
over uniform orientation distributions. Conversely, for indoor 
images, we observed a significant negative correlation between the 
property of Anisotropy and the aesthetic evaluation score (r = -
0.22, p = 0.02) meaning that participants preferred uniform over 
non-uniform orientations in indoor environments.  
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Figure 7. Pearson r correlation between aesthetic evaluations for indoor and outdoor-
natural scenes with PHOG measures of (A)  Anisotropy, (B) Complexity and (C) Self-
similarity.  

 
Examining the image feature of Complexity, we observed a 

significant negative correlation between the Complexity measure 
and the aesthetic evaluation score for outdoor images (r = 0.30 p < 
0.01), i.e., participants preferred scenes that were composed of 
fewer elements (see Figure 7B). No significant relationship 
between complexity and aesthetic evaluation score was observed 
for indoor scenes (r = 0.2, p = 0.78).  

Finally, for the image feature of Self-similarity, we observed 
a significant negative correlation between the Self-similarity score 
and aesthetic evaluation for outdoor-natural images (r = -0.35, p < 
0.01), meaning that despite the abundance of Self-similar patterns 
existing in nature, participants preferred less self-similar natural 
images (see Figure 7C). Conversely, for indoor images, we 
observed a significant positive correlation between the Self-
similarity measure and the aesthetic evaluation (r = 0.25, p = 0.01) 
meaning that participants preferred more self-similar and fractal-
type indoor images. 

 
Discussion 

Given the established relationships between these images 
features and aesthetic evaluations, the current results were slightly 
surprising.  Although we predicted that participants would prefer 

images with more uniformly distributed orientations (lower 
anisotropy), this was only true for indoor images, while less 
uniformly distributed orientations were preferred for outdoor 
images. In addition, given that natural images tended to be more 
self-similar, we predicted a positive relationship with aesthetic 
evaluation and PHOG Self-similarity. However this relationship 
was only observed for indoor images and natural images showed 
the inverse relationship, with less Self-similar images tending to be 
preferred. A recent study examining clustering algorithms for 
aesthetic perception revealed that the relationship between 
complexity and aesthetics was not a single relationship but rather 
a composite effect of a positive and negative relation subgroup 
[75]. From the results of Study 2 and others, we case safely assume 
that indoor images correspond to a negative subgroup and natural-
outdoor scene to a positive subgroup. Therefore, closely examining 
the extremes of the images in Figure 7 might explain these 
unexpected findings by clarifying the reciprocal nature of the 
inverse relationship.  

Predicting aesthetic evaluations from image statistic for real-
world scenes may depend on the original expectation, or template, 
of that image category and the desire for balance between the 
extremes of the image property. For instance, the same type of 
images continues to be preferred in both image categories. For 
indoor scenes: high self-similarity and low anisotropy, meaning the 
indoor image tends to have the statistics that are more commonly 
associated with nature. This may not be surprising as people often 
tend to decorate their indoor environments with aspects of nature 
such as plants and other vegetation. The expected uniform 
orientations, with smooth flat surfaces that often accompany 
indoor environments may be seen as drab or mundane. Therefore, 
if the indoor image tends to share image statistics that are more 
associated with nature images, this may push the aesthetic 
preference towards a more positive score, even if the associated 
statistic is not based on ‘natural’ elements.  

When examining natural outdoor scenes, the reverse pattern 
is observed. Despite the literature suggesting that observers prefer 
more evenly distributed orientations, moderate to high complex 
element arrays and more natural self-similar, we observed the 
opposite pattern for each of our image features. However, this may 
again stem from the notion that moderation is key. When 
examining some of the examples from Figure 7, it is clear that 
extreme values in these features can make the images look more 
like textures. Previous work on aesthetics for natural images have 
emphasized a clear focal point as a strong predictor [76]. In these 
highly self-similar and complex texture-like images the focal point 
is lost. In addition, the depth plane is restricted, giving the scene a 
more enclosed perception, more akin to an indoor or built 
environment [77]. 

While we replicated the finding that observers prefer natural 
outdoor scenes to indoor or urban scene presented rapidly, the 
nature of the image statistics exert their own influence on the 
results. Future work will more deeply examine the relationship of 
these image categories to their underlying statistics by artificially 
manipulating these statistics and observing their influence on 
aesthetic perception.   

Summary 
 The central findings of these three studies highlight a 
fundamental aspect of human vision. Within each glance at our 
environment, we assigning an automatic (possibly unconscious) 
preference to our surroundings based partly on the arrangement 
and distribution of low-level visual features.  
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