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Abstract. We investigated gaze-contingent fusion of infrared
imagery during visual search. Eye movements were monitored
while subjects searched for and identified human targets in images
captured simultaneously in the short-wave (SWIR) and long-wave
(LWIR) infrared bands. Based on the subject’s gaze position, the
search display was updated such that imagery from one sensor was
continuously presented to the subject’s central visual field (“center”)
and another sensor was presented to the subject’s non-central
visual field (“surround”). Analysis of performance data indicated that,
compared to the other combinations, the scheme featuring SWIR
imagery in the center region and LWIR imagery in the surround
region constituted an optimal combination of the SWIR and LWIR
information: it inherited the superior target detection performance
of LWIR imagery and the superior target identification performance
of SWIR imagery. This demonstrates a novel method for efficiently
combining imagery from two infrared sources as an alternative to
conventional image fusion. c© 2017 Her Majesty the Queen in
Right of Canada.

INTRODUCTION
Electro-optical sensor imaging technology has advanced
greatly over the past three decades and infrared imaging is
increasingly a feature in portable imaging devices. Devices
that offer sensor imaging across multiple spectral bands
(e.g., short-wave infrared, long-wave infrared, as well as
visible spectrum images) are on the horizon. However,
certain practical problems emerge with the presentation of
information from multiple sensor imagers to the human
viewer. Because the user can only view one image at a time,
when images from multiple spectral bands are available the
viewer must either toggle between them, or else the images
must bemerged in someway to create a composite. This latter
approach is known as image fusion.

Image fusion seeks to combine the visual information
from two or more images such that the unique task-relevant
information from each of the source images is preserved and
no artifacts or distortions are introduced.1 A large literature
is devoted to the development of algorithms that optimize the
fusion of source imagery to achieve this outcome [Refs. 2–5;
for reviews see Refs. 6–8]. One of the challenges for image
fusion is that the visual information being combined from
each source image competes for the same visual space in the
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fused image.Depending on themethod employed, fusion can
result in ‘‘destructive interference,’’ where the information
in each source image cancels the other, or task-relevant
information is diluted or lost as a result of the fusion process.

In the present study we propose an alternative method
for combining the information from two images in order
to facilitate target detection and identification performance.
Our method of combining information from two sensors
represents a departure from conventional image fusion, for
which visual information is combined across the entire
image. Instead, we presented imagery from one source image
to the viewer’s central vision and imagery from a second
source image to the viewer’s non-central vision. In this
way, the information from each source image is presented
simultaneously, but to different areas of the viewer’s visual
field, and therefore the ‘‘fusion’’ occurs within the viewer’s
perceptual system.

More specifically, this method exploits functional char-
acteristics of the human retina. Cone photoreceptors, which
detect light under photopic conditions, are not uniformly
distributed across the retina but are instead concentrated
within an area of the retina known as the fovea, upon which
the central few degrees of the visual field are projected.9 The
fovea has high visual acuity and is capable of resolving fine
visual details.10,11 Outside of the fovea, the density of cone
photoreceptors drops off steeply, and consequently visual
acuity decreases as retinal eccentricity increases.12 However,
non-central areas of the retina remain sensitive to visual
information carried by lower spatial frequencies, as well as
high contrast stimuli and motion [Ref. 13; for a review see
Ref. 14]. Accordingly, during visual search for targets in
natural scenes, salient areas in the non-central visual field are
selected by the visual system, and eye movements serve to
align the fovea with those areas for detailed inspection and
target identification.15,16

Wehypothesized that the presentation of sensor imagery
supporting target detection and target identification to the
viewer’s non-central and central visual fields, respectively,
would simultaneously facilitate the detection and identifica-
tion of targets. To test this we employed a gaze-contingent
display methodology [for reviews see Refs. 17–19], in
which eye movements were monitored and the display
was continuously updated according to the viewer’s gaze
position. Using this method we were able to present
different imagery to the viewer’s central and non-central
visual fields, resulting in ‘‘center-surround fusion.’’ Thus, in

Reprinted from

230
IS&T International Symposium on Electronic Imaging 2017

Human Vision and Electronic Imaging 2017

mailto:Mackenzie.Glaholt@drdc-rddc.gc.ca


contrast to the conventional image fusion approach where
visual information from single-band imagery is combined
across the entire image, the center-surround fusion method
presents single-band imagery simultaneously to different
areas of the viewer’s visual field.

In order to demonstrate the potential utility of this
approach, we considered the fusion of two different infrared
sensor imaging sources: long-wave infrared (8–12 µm;
LWIR) and short-wave infrared (0.9–1.7µm; SWIR) imagery.
Pilot work in our laboratory confirmed that for LWIR
imagery, human targets tend to exhibit high thermal contrast
against a forested background and consequently LWIR is
naturally optimized for the detection of human targets in
this context. SWIR imagery, on the other hand, was found
to produce poorer target detection performance than LWIR
due to lower target-background contrast, though target
identification performance in SWIR was far superior. This
is likely because SWIR imagery tended to produce higher
contrast in the spatial frequencies that are used for target
identification. Based on these findings, we hypothesized
that SWIR and LWIR imagery could be combined in a
center-surround fusion scheme that would simultaneously
optimize both target detection and identification. More
specifically, based on these imagery characteristics and the
physiological properties of the human retina, we predicted
that the optimal center-surround fusion scheme would
present SWIR imagery to central vision and LWIR imagery to
non-central vision. Accordingly, we compared visual search
performance in this condition with the reverse scheme
(LWIR-center, SWIR-surround), and also the two conditions
where the same imagery was presented in both areas of
the visual field (SWIR-center, SWIR-surround; LWIR-center,
LWIR-surround).

METHOD
Subjects
Sixteen male members of the Canadian Armed Forces
participated in the experiment (mean age = 26 years,
s.d. = 5.2, all right-handed, all normal or corrected to
normal vision). Subjects provided informed consent and
were remunerated according to Government of Canada
Treasury Board guidelines for a total of $12.72 CAD for their
1 hour of experiment participation. The research protocol
was reviewed and approved by the Human Research Ethics
Committee at the DRDC Toronto Research Center.

Apparatus
Eye movements were measured using an SR Research
EyeLink 1000 system at 1000 Hz. Average calibrated gaze-
position error was less than 0.5◦ and maximum error
was less than 1◦. The stimuli were presented on a BenQ
2420TXmonitor (viewing distance= 685mm; viewable area
= 531 mm × 298 mm; 42.3◦ × 24.5◦) with a refresh rate
of 120 Hz and a screen resolution of 1920 × 1080 pixels.
The experiment room was dimly lit and a chin rest with
a head support was used to minimize head movement and
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Figure 1. Examples of stimuli used in the experiment. Each of the
Characters as they appeared in SWIR and LWIR imagery at Distance 1
(panel a), as well as the appearance of Character 4 at Distances 2
and 3 (panel b). An example of a visual search scene (slightly truncated
in width and height) demonstrating the most efficient center-surround
fusion scheme: SWIR-center, LWIR-surround (panel c, left). An example
of the LWIR-center, SWIR-surround scheme (panel c, upper right) and the
LWIR-center, LWIR-surround scheme (panel c, lower right).

ensure a consistent viewing distance. The experiment was
implemented in SR Research Experiment Builder.

Materials
The stimuli used for the visual search task were pho-
tographed in rural Quebec, Canada. Photos were taken on
a partly cloudy day in November, between the 1000 and
1500 hours, with an ambient temperature of 2–3◦C. Each
scene contained a single human target standing against
a forested background. The target character was a male
model dressed in one of four configurations (Figure 1,
panel a): military uniform holding a weapon (Char. 1),
military uniform without weapon (Char. 2), civilian clothing
holding aweapon (Char. 3), civilian clothingwithout weapon
(Char. 4). The target character was approximately 1.75 m tall
and stood at one of three distances (100 m, 200 m, 300 m)
away from the camera set-up.

The search scene was photographed in two spectral
bands using a camera mounting system that housed a SWIR
(spectral band = 0.9–1.7 µm; resolution = 1280 × 1024;
field of view = 9.17◦ × 7.33◦) and a LWIR (spectral
band = 8–12 µm; resolution = 1024 × 768; field of view
= 9.91◦ × 7.45◦) camera. The cameras were oriented to
capture, as closely as possible, the same field of view of
the distal scene. The images were subjected to several
pre-processing steps in Adobe Photoshop CS4. The LWIR
images were up-sampled to the resolution of the SWIR
images multiplied by the ratio of their fields of view
(1381 × 1106). They were then aligned with the SWIR
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images (target overlap matched by hand) and cropped down
to the SWIR resolution (1280 × 1024). All images were
collected as 16-bit grayscale images and were down-sampled
to 8-bits and then contrast-adjusted manually in order to
maximize the contrast of the target character. Accordingly,
this produced two pixel-aligned versions of each scene: one
captured in the SWIR band, and one captured in the LWIR
band. At the time of presentation, images were centered
within a gray background (R=G= B= 70) for a final image
size of 1920× 1080 pixels.

Based on the screen size and the subject’s viewing
distance, the 100m, 200m, and 300m targets occupied 3.18◦,
1.41◦, and 0.88◦ of vertical visual angle for respectively,
corresponding to apparent target distances of 31 m, 71 m,
and 114 m (henceforth Distances 1, 2, 3). Each Character ×
Distance pairing was photographed against a different scene
background (12 total), and for each of these unique scene
backgrounds the target was photographed in three randomly
chosen positions. This resulted in a total of 36 original scenes.
In order to increase experimental power, each image was
duplicated bymirroring in the vertical axis, to produce a total
of six target positions (three photographed; three mirrored)
for each character at each distance yielding 72 images in total.

Design
Subjects carried out visual search in a gaze-contingent
viewing mode. On each trial, two images were displayed:
one image was drawn in the background and the other
in the foreground (i.e., overtop). A mask was drawn that
contained a 5◦ diameter (220 pixels) circular aperture, within
which the foreground image remained visible and outside of
which the background image was visible. The subject’s eye
movements were monitored and the position of the mask
was updated during each display refresh cycle such that the
position of the 5◦ aperture was centered at the subject’s point
of gaze within the display. In this way, the foreground image
was continuously presented to the subject’s central visual
field (‘‘center’’) and the background image was continuously
presented to the subject’s non-central (‘‘surround’’) visual
field. Note that with a 5◦ diameter the center display area
encompasses the fovea (central 3◦) and part of the parafovea
(central 9◦ excluding fovea). This was done to accommodate
eye tracking gaze-position error which could be as large as
1◦; with a 5◦ diameter center area we ensured that imagery
from the surround area was not cast upon the fovea. In
all conditions the boundary between the foreground and
background images was marked by a 2-pixel gray border,
and consequently even for the cases where the center and
surround images were the same, a 5◦ gray circle tracked the
subject’s gaze position on the screen. This was done to control
for the potential distracting influence of a gaze-contingent
visible edge during search.

In a 2 × 2 × 3 factorial design we crossed the sensor
image in the Center display area [SWIR, LWIR] with the
sensor image in the Surround display area [SWIR, LWIR],
and the Distance [1, 2, 3] to the target. Each subject saw
each scene four times, once in each sensor condition and in a

randomorder for a total of 288 experimental trials. The order
of scene presentation was counterbalanced across every four
subjects such that each scene was equally likely to appear in
each sensor condition first, second, third, and fourth.

Procedure
The experimenter explained the general procedure of the
experiment to the subject and the subject provided informed
consent to participate. A 9-point eye-tracker calibration and
validation test was completed for each subject to ensure
an average gaze-prediction error of less than 0.5◦ and a
maximum error of less than 1◦. The subject was instructed to
search for and identify the character present in the scenes as
quickly and accurately as possible. Before each trial, subjects
were presented with a familiarization screen showing all
of the characters in each of the two sensor conditions at
Distance 1 (e.g., Fig. 1, panel a) along with the mapping
of each of the four characters to one of the buttons on the
gamepad. Subjects pressed the ‘‘space’’ bar to proceed and a
uniform gray screen appeared with an oval containing the
words ‘‘look here’’ in one of the four corners of the image.
Once the subject had fixated this start position for 300 ms
the search scene was displayed. The start position for each
scene was held constant across presentations, ensuring that
the distance between the start position and the target was
equated across sensor conditions. The trial was terminated by
the subject’s response on a gamepad, or else after 10 seconds.
There were 8 practice trials followed by the 288 experimental
trials, broken up into 8 blocks of 36 trials. At the end of each
block, the subject was offered a break and an eye-tracker
calibration was carried out if necessary. The entire procedure
lasted approximately 1 hour.

RESULTS
When analyzing the eye movement record for each visual
search trial we considered only eye fixations (identified by the
Eyelink parser) that began after the appearance of the visual
search scene and prior to participant’s button response. Trials
in which the subject did not respond were excluded from
analysis (<1%). In order to characterize the efficiency with
which subjects searched for and identified the targets within
each trial, we computed three measures of performance:
detection interval, gaze duration on target, and response
accuracy. For each measure we applied a 2× 2× 3 repeated
measures ANOVA crossing Center [SWIR, LWIR], Surround
[SWIR, LWIR], and Distance [1, 2, 3]. Of critical importance
were effects or interactions involving Center and Surround.

The detection interval was defined as the latency
following the onset of the stimulus display and until the
target first entered the center area, which corresponds to
the time at which the center pixel of the target first entered
within 2.5◦ of the subject’s point of fixation. As can be
seen in Figure 2 (panel a), the detection interval depended
primarily on the imagery presented in the surround area.
In particular, the detection interval was shorter for the
sensor conditions with LWIR imagery in the surround
region (F(1, 15) = 97.84, MSE = 4.26 × 103, p < 0.001).
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Figure 2. Measures of visual search performance: detection interval
(panel a), cumulative gaze duration on target (panel b) and response
accuracy (panel c). Legend entries are coded as Center|Surround. For
convenient interpretation, dark lines represent SWIR-center, gray lines
represent LWIR-center, solid lines represent LWIR-surround, dotted lines
represent SWIR-surround, circles indicate center-surround schemes with the
same imagery, and x ’s indicate schemes with different imagery.

This confirms our expectation that LWIR imagery would
support faster target detection in this context. There was
also a Surround × Distance interaction (F(2, 30) = 46.02,
MSE = 1.30× 103, p< 0.001) where the difference between
LWIR- and SWIR-surround increased as a function of target
distance. This was primarily driven by a lengthening of the
detection interval for the conditions with SWIR imagery in
the surround region.

The effect of Center was not significant (F(1, 15) =

1.23, MSE = 6.06 × 102, n.s.). There was, however, a
Center × Surround interaction (F(1, 15) = 8.45, MSE =
4.75 × 102, p < 0.05): there was a small penalty in
performance for having different images in the center and
surround display areas. Follow-up t-tests on Center at each
level of Surround, collapsing across Distance, confirmed
that detection occurred slightly later (13 ms averaged
over Distances) for the LWIR-center, SWIR-surround con-
dition than the SWIR-center, SWIR-surround condition
(t(15) = 2.06, SE = 6.35, p = 0.05), and also slightly
later (5 ms averaged over Distances) in the SWIR-center,
LWIR-surround condition than the LWIR-center, LWIR-
surround condition (t(15) = 2.42, SE = 2.15, p < 0.05).
Despite these ‘‘mismatch costs,’’ the pattern of detection
intervals is clear: SWIR-center, LWIR-surround condition
produced nearly identical performance to LWIR-center,
LWIR-surround condition. The three-way interaction did
not approach significance (F < 1).

Gaze duration on target was computed by summing the
durations of all fixations for which the target was within the
center area. As can be seen in Fig. 2 (panel b), gaze duration
depended on the Center sensor content (F(1, 15) = 12.42,
MSE = 4.10× 105, p < 0.01), where having SWIR sensor
content in the center produced shorter gaze duration on
target. This confirms that target identification occurredmore
rapidly when the target was viewed in SWIR imagery. This
effect decreased over target distance, as was indicated by
a Center × Distance interaction (F(2, 30) = 6.98, MSE =
1.18 × 105, p < 0.01). The Surround sensor content did
not have a significant effect (F < 1), though there was
a significant Center × Surround interaction (F(1, 15) =

12.94, MSE = 6.26 × 104, p < 0.01). Follow-up t-tests
on Surround at each level of Center, collapsing across
Distance, confirmed that gaze duration on target was longer
(128 ms averaged over Distances) for SWIR-center, LWIR-
surround than SWIR-center, SWIR-surround (t(15)= 5.23,
SE = 87.10, p < 0.01), and also longer (131 ms averaged
over Distances) for LWIR-center, SWIR-surround compared
to LWIR-center, LWIR-surround (t(15)= 2.63, SE = 49.87,
p < 0.05). As was the case for detection interval, this
interaction reflected amismatch penalty where gaze duration
tended to be longer when the center and surround were
different sensors compared to when they were the same. The
three-way interaction was not significant (F(2, 30) = 1.30,
MSE = 2.46× 104, n.s.).

Response accuracy was computed as the proportion of
responses that correctly identified the target character. As
can be seen in Fig. 2 (panel c) and consistent with the
pattern of findings in gaze duration, response accuracy was
higher overall when the Center was SWIR imagery versus
LWIR imagery (F(1, 15) = 16.32, MSE = 0.64, p < 0.01),
confirming that SWIR was a superior sensor for target
identification. There was also a marginal effect of Surround
(F(1, 15)= 4.36,MSE = 0.006, p= 0.05), where conditions
with SWIR in the surround area produced higher response
accuracy than those with LWIR in the surround area.
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In addition, there was a Center × Surround interaction
(F(1, 15)= 11.92,MSE = 0.004, p< 0.01). To interpret this
interaction, we conducted follow-up t-tests on Surround at
each level of Center, collapsing across Distance, and found
that when LWIR imagery was presented in the center, there
was significantly higher response accuracy (0.05 averaging
over Distance) when SWIR was in the surround area
compared to LWIR (t(15) = 3.09, SE = 0.078, p < 0.01).
This suggests that in the LWIR-center, SWIR-surround
condition, target information was extracted from the SWIR-
surround area. Importantly, there was no effect of Surround
when SWIR imagery was presented in the center (t < 1),
confirming that the SWIR-center, LWIR-surround fusion
scheme did not detrimentally affect response accuracy. The
three-way interaction did not approach significance (F < 1).

DISCUSSION
Presently we investigated gaze-contingent center-surround
fusion of SWIR and LWIR imagery during visual search for
human targets in natural scenes. Consistent with our initial
hypotheses, we found that LWIR imagery produced the
most efficient target detectionwhile SWIR imagery produced
superior target identification. Importantly, we found that
the center-surround fusion scheme with SWIR in the center
region and LWIR in the surrounding region supported
both efficient target detection and identification, indicating
that this combination successfully captured the functional
benefits of each source image. Conversely, the fusion scheme
with LWIR in the center and SWIR in the surrounding
region produced poor target detection and identification
performance.

This finding demonstrates a novel application of gaze-
contingent displays in the context of image fusion. Whereas
traditional image fusion techniques combine image informa-
tion across the entire image and consequently are confronted
with the problem of competing information at each spatial
location in the fused image, the center-surround fusion
scheme employed in the present study bypasses this issue
by dividing the visual field and presenting single-band
imagery to areas that are suited to particular types of
information processing. In particular, the central visual
field has high spatial acuity and is therefore suited to the
processing of detailed visual information in support of target
identification. The non-central visual field, while less suited
to the processing of high-detail visual information, remains
sensitive to salient luminance contrast and is therefore well
suited to the detection of targets with high luminance
contrast. We found that LWIR imagery produced superior
target detection while SWIR imagery produced superior
target identification, and consequently the presentation of
these imagery sources to non-central and central vision,
respectively, resulted in their effective combination in
support of visual search.

Interestingly, we also found evidence of a performance
cost associated with presenting different imagery to the
central and non-central visual fields. In particular, for
detection performance and gaze duration on target, there

was a tendency for performance in the mismatched imagery
conditions (i.e., different imagery in center and surround)
to be slightly worse than the matched imagery conditions.
The reason for this is not immediately clear, but it might
stem from a delay in visual processing that occurs when the
appearance of a target changes between its initial processing
in non-central vision and subsequent processing in central
vision. These mismatch effects were very small in detection
interval (i.e., ∼10 ms), but were more substantial in gaze
duration on target (i.e., ∼130 ms). In terms of response
accuracy we observed a different pattern: the only mismatch
effect was found for the LWIR-center conditions, where the
SWIR-surround actually produced improved performance
over the LWIR-surround. This indicates that processing for
target identification can occur to some extent while the target
is in the non-central visual field, and this appears to be
more effective when the image information being processed
is optimized for identification (e.g., SWIR). Importantly,
response accuracy for the SWIR-center, LWIR-surround
condition was not different from the SWIR-center, SWIR-
surround condition, indicating the SWIR-center, LWIR-
surround fusion scheme produces accurate (though slightly
slower) target identification.

These findings point to several areas for further research.
For example, there are multiple sources of imagery that
could be explored in the context of center-surround fusion
(e.g., visible spectrum imagery, as well as near-infrared
imaging, and medium-wave infrared). These image sources
might provide further optimization to visual search if
deployed in a center-surround fusion scheme. In addition,
the present stimulus set was limited to the context of visual
search for human targets against a forested background.
While this is an operationally relevant context for security,
law-enforcement, and military, there are a wide variety of
conceivable targets (e.g., vehicles, objects) and backgrounds
that could be considered (e.g., urban, interiors), and the
optimal center-surround sensor combinations might differ
according to context. Finally, it might be possible to
minimize mismatch effects by modulating the imagery in
the center and surround fields. For example, one might
present fused SWIR/LWIR imagery that, via weighted fusion,
is biased toward SWIR in the center and LWIR in the
surround. Such a scheme might be expected to minimize the
discontinuity in perceptual processing of target information
between the center and surround fields, while preserving the
detection and identification performance benefits that were
documented here.

In conclusion, we demonstrated a novel application
of the gaze-contingent display technique to present visual
information from two infrared sensors to a human viewer.
Departing from conventional image fusion methods where
visual information from two images is combined across
the whole visual field, we presented visual information
that facilitates target detection and identification to the
viewer’s non-central and central visual fields, respectively,
and under these conditions we observed optimal visual
search performance. In principle this center-surround fusion

234
IS&T International Symposium on Electronic Imaging 2017

Human Vision and Electronic Imaging 2017



approach could be used to simultaneously present any pair of
sensor image sources that are optimized for the detection and
identification of targets during visual search.
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