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Abstract
First-person videos (FPVs) recorded by wearable cameras

have different characteristics compared to mobile videos. Video
frames in FPVs are subject to blur, rotation, shear and fisheye
distortions. We design a subjective test that uses actual captured
images with real distortions, synthetic distortions or a combina-
tion of both. Results indicate shear is less sensitive to content
than rotation. For fisheye, personal preference and content de-
pendence affect the subjective results. The performance of 7 no-
reference (NR) quality estimators (QEs) and our QE, local visual
information (LVI) [1], are evaluated based on subjective results.
We propose two mapping functions for rotation and shear that im-
prove the ability of LVI and 4 NR QEs to accurately predict the
subjective scores.

Introduction
As wearable cameras gain increasingly popularity, the so-

called first-person videos (FPVs) grow to be an important video
source over networks [2]. FPVs have different attributes com-
pared to mobile videos. When recording mobile videos, people
can see the ongoing scene in the screen, so they can be aware of
how to fit the scene into the camera shot and intentionally control
the video to be less shaky. However, FPVs are passive videos, and
often lack real-time feedback about the field of view. As a result,
the wearer rarely adjusts the camera to be stable or horizontal. Re-
cently, the increased volume of uploading, transmission and stor-
age of FPVs has given rise to a variety of applications. Human
Activities in FPVs are classified in [3]. The detection of “snap
points" was proposed to extract frames that are worthy to be cap-
tured and stored [4]. The ego-sampling method was developed to
sample useful frames for faster video browsing [5].

Because of the capture process of FPVs, quality degrada-
tions are not limited to transmission or post-processing, and the
resulting distortions in frames have not been subjectively evalu-
ated. Motion blur and geometric distortions are two major distor-
tions in FPVs [1]. Motion blur mainly arises from fast motion of
the camera. When the camera keeps changing its positions in the
scan time of one frame, the captured scene is blurred. Geomet-
ric distortions can be classified into 3 categories: rotation, shear
and fisheye. Rotation results from head or body rotation. Wearers
regularly move their bodies and shake their heads, and rarely are
aware whether or not the camera is kept horizontal while record-
ing videos. Shear is caused by camera panning. When the camera
changes its positions in the scan time of one frame, the top rows of
the frame are not vertically align with the bottom rows. For exam-
ple, architecture in a sheared image is visually skewed. Fisheye
images are captured by wearable cameras with ultra wide-angle

lens (i.e. Gopro, Looxie Camera, Mobius). Instead of capturing a
rectilinear image, the content appears to be convex. Fisheye is one
of the lens distortions, called barrel transformation. The transfor-
mation warps the image to be bent; the magnification decreases
from center to margins [6].

Most existing subjective tests [7, 8, 9] explored quality
degradations starting from an undistorted image, which is con-
sidered to be the reference image. By synthetically adding distor-
tions (i.e. Gaussian blur, JPEG, JPEG 2000, noise) to the refer-
ence image with different degradation levels, a series of distorted
images of the same content but different severity are created. To
design a subjective test for FPVs, however, applying each type of
distortions separately fails to consider two issues:

1. Degradations in actual images captured by a camera may
be subtly different than those created synthetically using a model
[10]. In our test, images with real, synthetic or real plus syn-
thetic distortions are evaluated. The real images are extracted
from frames in FPVs.

2. Many blurry images are subject to geometric distortions
(i.e. rotation, shear or fisheye) simultaneously in FPVs. The ques-
tion is what is the visual impact on the overall quality when one
image has multiple distortions. Multiply-distorted images have
been evaluated in the subjective test, but only for blur, JPEG and
noise [11]. In addition, these distortions, like blur, JPEG or noise,
all have pixel-to-pixel correspondence, whereas geometric distor-
tions do not. When constructing images for the subjective test
for different amounts of geometric distortions, we keep the same
content in the image center to maintain a consistent focus of at-
tention.

Actual images captured by a wearable camera have no ref-
erence image, so full-reference (FR) quality estimators (QEs)
[12, 13] and reduced-reference (RR) QEs [14, 15] cannot be used
to measure their quality, but no-reference (NR) QEs [16, 17, 18]
are commonly content dependent and show very different behav-
iors for different distortions applied to the same image. Using our
subjective test, we evaluate the behaviors of different NR QEs for
actual captured images and multiply-distorted images.

We design a subjective test to evaluate motion blur and ge-
ometric distortions in FPVs. Section 2 compares existing QEs
with our QE, local visual information (LVI) [1]. The strategy of
the quality estimation in LVI cannot be categorized into FR, RR
or NR methods. In section 3, our subjective test evaluates actual
captured images with real distortions, synthetic distortions or a
combination of both using the paired comparison method. The
types of distortions include motion blur, rotation, shear and fish-
eye. In section 4, we proposed two mapping functions for rotation
and shear to compute the overall quality of images with blur and
geometric distortions. Personal preferences and content depen-
dence in fisheye are discussed.
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Comparison of LVI with existing QEs
FR QEs and RR QEs often use a reference image to esti-

mate the quality of a distorted image with pixel-to-pixel corre-
spondence. They cannot be used for any image for which there
is no corresponding reference. NR QEs uses only a single image
without any reference to compute a quality score.

In [1], we introduced a QE, LVI, that does not fit in the typi-
cal categorization of QEs into FR, RR and NR [19]. LVI estimates
the quality of a test image based on a pseudo-reference image.
Unlike in FR QEs, the pseudo-reference image and the test image
are not necessarily pixel-aligned but obey the constraint that they
share overlapping content. For example, the two images could
be captured by a camera in the same scene but different camera
angles. The geometric relationship between the two images are
usually modeled by a homography.

Since the quality of the pseudo-reference image is unknown,
LVI is a relative quality estimation instead of an absolute quality
score as computed by FR or NR QEs. LVI primarily measures
the amount of relative blur of the test image based on the pseudo-
reference. When the test image is more blurred than the pseudo-
reference image, its LVI score would be in the range from 0 to 1.
Otherwise, its LVI score would be larger than 1, which indicates
the test image is sharper. If the two images have too few matching
feature points, we then set the LVI score of the test image to be 0.

LVI is insensitive to rotation and shear [1]. To make LVI be
able to measure geometric distortions, we need to include rotation
and shear into its quality estimation. We design a subjective test to
evaluate multiply-distorted (blur with geometric distortions) im-
ages. The subjective results are used to develop the rotation and
the shear mapping functions for LVI. The mapping functions take
the rotation or shear and the LVI score as inputs to compute the
overall quality score of an image with simultaneous blur and geo-
metric distortions.

Subjective Test
Our test employs the paired comparison method for still im-

ages containing both actual and synthetic distortions that are typ-
ical of images extracted from FPVs. Each pair of test images are
simultaneously displayed on two monitors side by side. Viewing
distance is kept to be around 3 times the height of test images. 9
videos have been recorded by a Pivothead camera (frame rate:
30fps, resolution: 1920×1080) including “billiards", “eating",
“flight", “bell tower",“winter Hovde Hall", “parking lot", “au-
tumn Hovde Hall", “apartment building" and “parking garage". 4
distortions including motion blur, rotation, shear and fisheye, are
evaluated. Test images are either real frames from the 9 videos
or created by adding synthetic distortions to selected frames. Be-
cause synthetic shear and fisheye change the image size compared
to the original image, all test images are cropped to be 1600×900
to remove marginal regions with little content.

Test Method
In a paired comparison subjective test, the subject needs to

indicate his or her preference among the two images according to
their visual quality. 50 subjects including 43 males and 7 females
participated in the test. All pairs of images are displayed in ran-
dom order. To improve the efficiency of paired comparison, we
use the “square design" in [20]. Given that we have n stimulus,
a full comparison needs 0.5n(n− 1) pairs. By using the “square

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)
Figure 1: Reference images for each content: (a) billiards (b) eat-
ing (c) flight (d) bell tower (e) winter Hovde Hall (f) parking lot
(g) autumn Hovde Hall (h) apartment building (i) parking garage

video
content

real
distortions

synthetic
distortions

number
of images

SI

(a) blur
(5 levels)

- 5 6.58

(b) blur
(5 levels)

- 5 8.57

(c) blur
(5 levels)

- 5 9.40

(d) rotation
(4 angles)

blur
(4 levels)

16 9.69

(e) rotation
(4 angles)

blur
(4 levels)

16 15.75

(f) - blur (4 levels) +
shear (4 levels)

16 13.30

(g) - blur (4 levels) +
shear (4 levels)

16 16.78

(h) - blur (4 levels) +
fisheye (3 levels)

12 13.91

(i) - blur (4 levels) +
fisheye (3 levels)

12 18.50

Table 1: Test images in subjective test

design", the comparison number can be decreased to n(
√

n−1).

Test Setup
A pair of test images are presented on the two monitors (Dell

U2415) side by side with time synchronization. The two monitors
are calibrated (calibration tool: Spyder5ELITE) to have ignorable
visual difference. The brightness after calibration is 120 cd/m2.
The monitor resolution is 1920×1200, and the test image size is
1600×900. The test image is displayed in the center of the moni-
tor with a surrounding background that is uniformly gray 128.

The environment fixes the viewing conditions for each
subject to minimize the influence from external stimuli other
than the test images. For each pair of images, the subject needs
to indicate which image has better viewing quality according to
his or her visual evaluation by keyboard (“1" for choosing left
image, “0" for choosing right image). The maximum time for
the comparison of one pair of images is 10 seconds. Whenever
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Figure 2: Test images captured in FPVs to have different amounts
of motion blur

Figure 3: Test images intentionally captured to have different
amounts of rotation

the subject fails to make a choice after 10 seconds, he or she
must randomly choose one of the two test images as the better
one. The time interval between each comparison is 1.5 seconds.
The interface for this test is built on PsychoPy [21]. We also
conducted informal post-test feedback discussions with some
participants who were willing to share their opinions.

Test Sources
Figure 1 shows source images (actual captured frames) of

each content and Table 1 lists all test images of different cate-
gories in our test. The index of each content is the same as in
Figure 1. We take 3 distinct approaches to create test images
for motion blur, rotation plus blur, shear plus blur and fisheye
plus blur. First, for “billiards", “eating", “flight", 5 nearby frames
of each content that have different amounts of blur are selected.
Next, “Winter Hovde Hall" and “bell tower" are intentionally cre-
ated by continuous head rotation in front of a scene. 4 sharp
frames with different amounts of rotation are then selected from
these two sequences and different amounts of synthetic motion
blur are added. Finally, one frame is chosen to be the reference
respectively from “Autumn Hovde Hall", “parking lot", “parking

Figure 4: Test images with different amounts of synthetic shear
created from one reference image

Figure 5: Test images with different amounts of synthetic fisheye
created from one reference image

garage" and “apartment building": distortions are applied to the
reference with controllable amount. We also measure and report
in Table 1 the spatial information (SI) [22] of each source image.
SI is calculated as the mean of the gray-scale image filtered with
both vertical and horizontal Sobel kernels. We experimentally
find that the 3 geometric distortions, rotation, shear and fisheye,
have very small influence on the SI of images in the same blur
level.

Motion Blur: Our test of motion blur uses both nearby frames
from FPVs and synthetic distorted images. These nearby frames
are chosen to share at least half of their content and have minor
difference in rotation and shear, but they differ in the amount of
blur. Figure 2 shows chosen frames with the most and the least
motion blur for each content. Synthetic motion blur are created by
the motion model in [23]. The model can be used to create non-
linear motion blur kernels by controlling motion trajectory and
motion kernel size. In our test, the motion trajectory is clock-
wise 45° diagonally up to the right in a straight line. The motion
kernels are created with size 2×2, 4×4, 8×8 to apply 3 levels of
motion blur.

Rotation: Synthetic generation of rotation would require a signif-
icant area of the rotated image to be cropped to maintain a rect-
angular image. Therefore, we uses real images selected out of
videos which were purposely created to contain rotated frames.
The center of each image from the same video is selected to be
almost the same location of the scene. This is intended to avoid
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initial shear k1 = 0.00 k2 = 0.00 k3 = 0.00 k4 = 0.00
incremental shear 1 +0.105 +0.105 +0.105 +0.105
incremental shear 2 −0.035 −0.035 +0.035 +0.035
incremental shear 3 −0.035 +0.035 −0.035 +0.035
incremental shear 4 −0.035 −0.035 +0.035 +0.035

final shear k1 = 0.00 k2 = 0.07 k3 = 0.14 k4 = 0.21

Table 2: Symmetric transformation method to create shear images

a change in the location of focus of attention. Figure 3 shows
sample test images of different amounts of rotation.

Shear: In geometric transformation, shear between two images
can be modeled as[

x′

y′

]
=

[
1 k
0 1

][
x
y

]
, (1)

where [x y]T are points in the reference image, and [x′ y′]T are
corresponding points in the sheared image. k is the shear parame-
ter and atan(k) indicates the angle of shear.

Shear transformation is a spatially varying filter. To cre-
ate synthetic images with different levels of shear but almost the
same amount of blur, we introduces a “symmetric transformation
method" to add shear to the reference image as is shown in Table
2. Let i be image index, ki is shear parameter for each image. The
initial shear is 0. In each step of the process, we add the same
amount of shear to each test image. The sign in front of shear
amount is angle direction (i.e. “+" indicates shear to the right, “-"
indicates shear to the left). At the conclusion of all steps, each
test image has nearly similar blur but a distinct amount of shear.
Figure 4 shows sample test images with different amounts of syn-
thetic shear.

Fisheye: Fisheye distortion is a barrel transformation, which can
be modeled as [24]

r′ = a∗ r+b∗ r2 + c∗ r3 +d ∗ r4 +O(r5), (2)

where r and r′ are the distances of pixels to the image center in
non-fisheye and fisheye images, respectively. O(r5) are the higher
order terms of r, which can be ignored. a, b, c, d are coefficients
depending on the camera lens.

Barrel transformation introduces spatially varying blur to im-
ages. Therefore, we again use the “symmetric transformation
method" shown in Table 2 to create image pairs with different
amounts of fisheye. We set a = 1, b = d = 0, ignore O(r5) and
vary c only to get different amount of fisheye distortions. Fish-
eye images have decreasing scale factors from center to the image
edges; our synthetically distorted images have the same scale in
the image center compared to the original image. Figure 5 shows
sample test images with different amounts of synthetic fisheye.

Results and Discussion
Our subjective test evaluates 4 distortions: motion blur, ro-

tation, shear and fisheye. The test of motion blur uses nearby
frames extracted from FPVs. Rotation, shear and fisheye are eval-
uated simultaneously with synthetic motion blur. By applying the
Bradley-Terry model with maximum likelihood estimation [25],
paired comparison results can be converted to relative subjective
scores. Note that we use a logarithmic scale for the final subjec-
tive scores and set the score of the best image in each test to be 0.
We also calculate the 95 percent confidence interval (CI) of each
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Figure 6: Subjective test - rotation and blur: (a) winter Hovde
Hall (b) bell tower
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Figure 7: Curve fitted with logistic function between subjective
scores and rotation-LVI: (a) winter Hovde Hall (p=4.53) (b) bell
tower (p=1.13)

subjective score using the method presented in [25]. Each sub-
jective score is represented as qs ± qr, where qs is the estimated
subjective score, qr is half the range of the 95 percent CI of qs. If
the CIs of two image scores overlap each other, the quality differ-
ence of the two images is not significant, or namely, their quality
is similar.

The test results indicate (1) LVI is effective at measuring blur
when two images are not perfectly aligned, in the absence of ro-
tation and shear. (2) Rotation and shear degrade quality. With the
amount of degradation, shear is less sensitive to different contents
than rotation. (3) The preference of fisheye versus non-fisheye
differs from person to person, and this preference is influenced by
content.

Motion Blur
The test of motion blur uses all actual captured frames from

3 FPVs with different content. In each content, the 5 test frames
are selected to be temporally nearby and have different amounts
of blur as measured by LVI.

In particular, the results show that LVI is an effective met-
ric to estimate blur among misaligned images with minor rotation
or shear difference. Seven existing NR QEs (JNBM [26], BIQI
[27] , CPBD [28], BRISQUE [16], CORNIA [29], IL-NIQE [17]
and NIQE [18]) and LVI are evaluated by subjective scores, as is
shown in Tables 3, 4 and 5. The Spearman rank-order correla-
tion coefficient (SROCC), the Kendall rank-order correlation co-
efficient (KROCC) and the Pearson linear correlation coefficient
(PLCC) are employed to measure the performance of these QEs.
Note that the images with the most severe blur, in “billiards" and
“eating" respectively, cannot be measured by LVI because they
have too few matching feature points. The LVI scores of these
two images are considered to be zero. Note that LVI is the only
QE we evaluated that correctly rank-orders the subjective quality
for these image sets.

Rotation
Test images with different amounts of rotation are captured

in front of the same scene with minor differences of viewpoint.
The images with different rotation are selected to have tiny differ-
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QE name SROCC KROCC PLCC
JNBM 0.9000 0.8000 0.8248
BIQI 0.6000 0.4000 0.2342

CPBD 0.3000 0.2000 0.1905
BRISQUE 0.1000 0.0000 0.1130
CORNIA 0.6000 0.4000 0.7446
IL-NIQE 0.9000 0.8000 0.8599

NIQE 0.9000 0.8000 0.8514
LVI 1.0000 1.0000 0.8752

Table 3: QE performance: motion blur - billiards

QE name SROCC KROCC PLCC
JNBM 0.4000 0.4000 0.5701
BIQI 0.8000 0.6000 0.7137

CPBD 0.2000 0.2000 0.2732
BRISQUE 0.5000 0.2000 0.5467
CORNIA 0.3000 0.2000 0.1610
IL-NIQE 0.9000 0.8000 0.9597

NIQE 0.8000 0.6000 0.8167
LVI 1.0000 1.0000 0.8719

Table 4: QE performance: motion blur - eating

QE name SROCC KROCC PLCC
JNBM 0.9000 0.8000 0.8914
BIQI 0.9000 0.8000 0.9637

CPBD 0.6000 0.4000 0.6068
BRISQUE 0.3000 0.2000 0.5452
CORNIA 0.7000 0.6000 0.6342
IL-NIQE 0.9000 0.8000 0.9028

NIQE 0.2000 0.2000 0.2052
LVI 1.0000 1.0000 0.9958

Table 5: QE performance: motion blur - flight

ences as measured by LVI. Motion blur degradations are synthet-
ically added to images with different rotation. Figure 6 shows the
subjective scores of content “winter Hovde Hall" and “bell tower",
in which the average range of CIs is 0.22 for each content.

First, we explore the intra-relationship of both motion blur
and rotation. For a fixed rotation angle, subjective scores mono-
tonically decrease when the blur filter size increases. Only when
the blur filter size increases from 0 to 2, the CIs for the respec-
tive subjective scores have overlap. For a fixed blur level, rota-
tion introduces quality degradations, and the influence becomes
larger as the blur level increases. The rotated images of the low-
est and the second lowest blur levels have closer subjective scores
than rotated images of higher blur levels, which is reflected as the
overlap between the confidence regions in the first two blur lev-
els compared to the non-overlapping of the other two higher blur
levels.

To elaborate, let the score of a test image be (r,b), where r
is the rotation level, b is the blur level, and r,b = 1,2,3,4. For
content “winter Hovde Hall", (3,1) and (4,1) are −1.55 ± 0.29
and −1.98±0.23, respectively. The overlap between their confi-
dence regions indicates their quality is similar. As a comparison,
(3,3) and (4,3) are −4.57±0.20, and −5.12±0.24, respectively.
The non-overlapping indicates that they have significant quality
difference.

Second, we explore the inter-relationship between motion
blur and rotation. In both contents, the quality differences of im-

ages are not statistically significant when blur is small. One ex-
ample is in content “bell tower", (2,2) and (3,1) are similar, with
scores −0.69± 0.27 and −0.78± 0.30, respectively. As a com-
parison, (4,3) is −4.96±0.22, while (1,4) is −5.99±0.23 worse
than the former. As an addition, the content “winter Hovde Hall"
has higher spatial information (SI) than “bell tower", and its sub-
jective quality is more sensitive to rotation.

To model the overall quality measure of an image with blur
plus rotation, we propose a mapping function to combine LVI and
rotation. The mapping function is given by

Q(θ ,qLV I) = qLV I · (1− p · exp(qLV I −1) ·θ 2), (3)

where the rotation angle θ (radian) is estimated relative to the
reference image by affine estimation as described in [1]. qLV I is
the LVI score of the distorted image, and p is a constant parameter
which needs to be optimized. equation (3) is called rotation-LVI.

From discussion with the participants in the subjective test,
preference regarding rotation is content dependent. The same ro-
tation angle for different content gives rise to different viewing
quality. We optimize p for each content to maximize SROCC
and KROCC. The optimized p is 4.53 for “winter Hovde Hall"
and 1.13 for “bell tower". Figure 7 shows the nonlinear mapping
curve between subjective scores and rotation-LVI with optimized
p. The logistic function used for curve fitting is

f (x) = (t0 − t1)/(1+ exp(−(x− t2)/|t3|))+ t1 (4)

where t0, t1, t2 and t3 are 4 unknown parameters for fitting.
For extension to other quality metrics, the term qLV I can be

replaced with any other quality measure q, given by

Q(θ ,q) = q · (1− p · exp(− |q−qbest |
|qbest −qworst |

) ·θ 2). (5)

The term exp(qLV I −1) is replaced with exp(− |q−qbest |
|qbest−qworst | ),

where qbest and qworst indicate the quality scores for the best- and
the worst-quality images based on the corresponding quality mea-
sure q, respectively.

Table 6 and 7 show the performances of 7 NR QEs and LVI.
“rotation-" indicates the QE is mapped by equation (3) with corre-
sponding optimized p. Note that we use the self-reported best and
worst QE values when available, otherwise the observed best and
worst QE values in [30] are used. One exception is that JNBM has
maximum value at infinity, so we set its best score as the QE score
of the best image for each content. The comparison shows that
LVI, JNBM, CPBD, IL-NIQE and NIQE all improve their per-
formance after including rotation mapping. To get a generalized
model, we fix p to be 1.16; the resulting SROCC of rotation-LVI
are 0.9588 and 0.9529 for “winter Hovde Hall" and “bell tower",
respectively. However, since two scenes are not enough to allow
generalization of the model, more subjective data needs to be col-
lected.

Shear
Test images distorted with shear and motion blur are syn-

thetically created from one reference image. Figure 8 shows the
subjective scores of content from two sequences “autumn Hovde
Hall" and “parking lot", with average range of CIs to be 0.28 and
0.75, respectively. The difference of their CI range results from
content difference. The content “parking lot" has lower SI than in-
formation “autumn Hovde Hall", and many of its edges are highly
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QE name p SROCC KROCC PLCC
JNBM - 0.8441 0.6833 0.8920
BIQI - 0.6941 0.5167 0.7140

CPBD - 0.8205 0.5833 0.8412
BRISQUE - 0.6441 0.4500 0.7361
CORNIA - 0.5059 0.3833 0.4201
IL-NIQE - 0.9176 0.7500 0.9429

NIQE - 0.8941 0.7667 0.8561
LVI - 0.8529 0.7000 0.9042

rotation-JNBM 6.06 0.9706 0.8833 0.9102
rotation-CPBD 8.48 0.9559 0.8333 0.8955

rotation-IL-NIQE -1.60 0.9529 0.8500 0.9574
rotation-NIQE -5.14 0.9382 0.8333 0.9050
rotation-LVI 4.53 0.9853 0.9333 0.9480

Table 6: QE performances: rotation - winter Hovde Hall

QE name p SROCC KROCC PLCC
JNBM - 0.9117 0.7333 0.9109
BIQI - 0.6471 0.4333 0.6413

CPBD - 0.9441 0.8167 0.9009
BRISQUE - 0.3088 0.1833 0.5503
CORNIA - 0.3853 0.2833 0.2539
IL-NIQE - 0.7411 0.5667 0.8557

NIQE - 0.9558 0.8500 0.9269
LVI - 0.8764 0.6500 0.9256

rotation-JNBM 0.47 0.9618 0.8500 0.9180
rotation-CPBD 1.1 0.9705 0.9000 0.9052

rotation-IL-NIQE -1.64 0.8882 0.7667 0.9210
rotation-NIQE -0.4 0.9794 0.9333 0.9406
rotation-LVI 1.13 0.9618 0.8833 0.9221

Table 7: QE performances: rotation - bell tower

curved or within texture. Since local orientation structure is visu-
ally more sensitive to straight edges than curved edges or textures
[31], shear is visually less sensitive in “parking lot" than in “au-
tumn Hovde Hall".

First, we explore the intra-relationship of both motion blur
and shear. In both contents, subjective scores monotonically de-
creases as the blur level increases for any fixed shear level. Within
each blur level, the image with the greater shear often has worse
visual quality. Note that while in “parking lot", the CI of image
scores from the same blur level has significant overlap, the score
of the image with the least shear has no overlapping CI with that
of the most shear.

Second, we explore the inter-relationship between motion
blur and shear. Let the score of a test image be (s,b), where s
is the shear level, b is the blur level, and s,b = 1,2,3,4. We find
that (s,b) often has similar value with (s−1,b+1). For instance,
in content “autumn Hovde Hall", (2,1) and (1,2) has respective
scores −0.89±0.31 and −0.59±0.42 with no significant differ-
ence. (4,2) is a little better than (3,3), with scores −3.36± 0.34
and −4.49±0.34, respectively.

To model the overall quality measure of an image with blur
plus shear, we propose a mapping function to combine LVI and
shear. The overall quality is modeled as:

Q(k,qLV I) = qLV I · (1−g · exp(qLV I −1) · k2) (6)

where k is the shear in equation (1), qLV I is the LVI score of the
distorted image; g is a constant parameter. The mapping by equa-
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Figure 8: Subjective test - shear and blur: (a) autumn Hovde Hall
(b) parking lot
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Figure 9: Curve fitted with logistic function between subjective
scores and generalized shear-LVI (g=4.07): (a) autumn Hovde
Hall (b) parking lot

tion (6) is called shear-LVI.
To find the optimized value of g, we also maximize SROCC

between shear-LVI scores and subjective scores. The optimized
values of g are 5.34 and 2.59 for “autumn Hovde Hall" and “park-
ing lot", respectively. To generalize equation (6) for all content
without dramatic influence on SROCC and KROCC, g is experi-
mentally chosen to be 4.07. Figure 9 shows the nonlinear mapping
curve between the generalized shear-LVI and subjective scores.
The fitted logistic function used is equation (4).

By using the same replacement as equation (5), we can ex-
tend equation (6) to to other quality metrics. The performances
of 7 NR QEs and LVI are compared in Table 8 and 9. “shear-"
indicates that the QE score is mapped by equation (6) with corre-
sponding optimized g. JNBM, CPBD, IL-NIQE, NIQE and LVI
improve their performances after mapping by equation (6). The
generalized shear-LVI (g=4.07) shows competitive performance
compared to other 7 QEs after mapping.

Fisheye
Test images distorted with fisheye and motion blur are syn-

thetically created from one reference image. Figure 10 shows the
subjective scores from two content “parking garage" and “apart-
ment building", with average range of CIs to be 0.30 and 0.31.

Variations in quality due to different blur levels are stronger
than those due to differences in the degree of fisheye. Specifically
in Figure 10(a), the variances of subjective scores for 4 levels of
blur with same fisheye are 5.56, 6.29 and 5.48, while the variances
for 3 levels of fisheye with the same blur are 0.09, 0.11, 0.08 and
0.062. In Figure 10(b), the variances of subjective scores for 4
levels of blur with the same fisheye distortion are 7.40, 5.00 and
5.85, while the variances for 3 levels of fisheye with the same
blur are 0.00, 0.06, 0.04 and 0.27. We can also draw the same
conclusion from the CI of scores. For example, in content “park-
ing garage", the scores of the 3 levels of fisheye in blur level 3 are
−2.98±0.43, −3.61±0.16 and −3.56±0.05, which have over-
lapping regions. In content “apartment building", the scores of the
3 levels of fisheye in blur level 3 are −3.12±0.38, −3.08±0.12
and −3.48± 0.19 with no significant difference. As a compari-
son, in both contents, the lowest score in blur level s is statistically
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QE name g SROCC KROCC PLCC
JNBM - 0.9235 0.8000 0.8853
BIQI - 0.5706 0.3166 0.7395

CPBD - 0.7529 0.5166 0.7787
BRISQUE - 0.6441 0.5500 0.7011
CORNIA - 0.2235 0.1333 0.2270
IL-NIQE - 0.9294 0.8167 0.9283

NIQE - 0.9382 0.8333 0.8734
LVI - 0.7108 0.4602 0.8456

shear-JNBM 5.88 0.9735 0.9000 0.9470
shear-CPBD 23.38 0.9471 0.8333 0.9016

shear-IL-NIQE -6.78 0.9735 0.9000 0.9601
shear-NIQE -10.09 0.9647 0.8667 0.9528
shear-LVI 5.34 0.9912 0.9500 0.9672
shear-LVI 4.07 0.9853 0.9333 0.9694
Table 8: QE performances: shear - autumn Hovde Hall

QE name g SROCC KROCC PLCC
JNBM - 0.8353 0.6333 0.8885
BIQI - 0.6411 0.4000 0.6547

CPBD - 0.8147 0.6167 0.8473
BRISQUE - 0.8353 0.7000 0.8710
CORNIA - 0.1529 0.1000 0.1963
IL-NIQE - 0.9088 0.7667 0.9580

NIQE - 0.9706 0.8667 0.9669
LVI - 0.8992 0.7113 0.9481

shear-JNBM 2.46 0.9765 0.8833 0.9779
shear-CPBD 11.53 0.9735 0.9000 0.9189

shear-IL-NIQE -1.7 0.9500 0.8333 0.9686
shear-NIQE -0.37 0.9735 0.8833 0.9697
shear-LVI 2.59 0.9853 0.9333 0.9858
shear-LVI 4.07 0.9794 0.9000 0.9750

Table 9: QE performances: shear - parking lot

greater than the highest score in blur level s+1, when s = 2,3,4.

Not apparent from Figure 10, however, a personal prefer-
ence exists for fisheye, and that preference is content dependent.
The preference is extracted based on the percentage of times that
the participant chose images with smaller fisheye levels in the
same blur level. For content “parking garage", Figure 11 shows
a comparison of subjective scores between two group of subjects:
35 people prefer non-fisheye while the remaining 15 prefer fish-
eye. Figure 12 shows that 33 people prefer non-fisheye while an-
other 17 prefer fisheye images for content “apartment building".
Among all subjects in the test, 23 prefer non-fisheye and 5 prefer
fisheye for both contents, and 22 people show different prefer-
ences for the two scenes.

“Apartment building" has a relatively close view and higher
spatial information (SI) compared to “parking garage". From
post-test feedback, the bend of the scene around the edges in the
former is not as obvious as in the latter. This feedback indicates
the field of view of the content influences the viewing quality of
a fisheye image. Some participants also indicate that the broad
view of fisheye images could convey more information about the
scene compared to non-fisheye images, especially for “apartment
building".
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Figure 10: Subjective test - fisheye and blur: (a) parking garage
(b) apartment building
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Figure 11: Parking garage: group 1 prefers non-fisheye, group 2
prefers fisheye
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Figure 12: Apartment building: group 1 prefers non-fisheye,
group 2 prefers fisheye

Conclusion
We design a subjective test using paired comparison to eval-

uate distortions in FPVs. We use real images and images with
multiple distortions (motion blur and geometric distortions). We
propose rotation-LVI and shear-LVI to estimate the quality of im-
ages with geometric distortions. The mapping functions for rota-
tion and shear are also successfully tested on other NR QEs.

All subjective results of geometric distortions are influenced
by content. Shear is less sensitive to different contents compared
to rotation and fisheye. To get a generalized model for rotation,
subjective data of more content is needed. Results also show the
existence of a personal preference: one group of people prefers
fisheye, another group prefers non-fisheye. Furthermore, the pref-
erence somewhat influenced by content. To explore the personal
preference in fisheye, additional content should be considered.
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