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Abstract 
Providing a natural 3D visualization is a major challenge in 

3D display technologies. Although 3D displays with light-ray 
reconstruction have been demonstrated, displayable 3D scenes are 
selective because their depth-reconstruction range is restricted. 
Here, we attempt to expand the range virtually by introducing 
“depth-compressed expressions,” in which the depth of 3D scenes 
are compressed or modified in the axial direction so that the 
appearances of depth-compressed scenes is kept natural for 
viewers. With a simulated system of an autostereoscopic 3D 
display with light-ray reconstruction, we investigated how large 
the depth range needed to be to show the depth-compressed scenes 
without inducing unnaturalness in viewers. Using a linear depth-
compression method—the simplest way of depth-compression—we 
found that viewers did not feel unnaturalness for the depth-
compressed scenes that were expressed within at most half the 
depth range of the originals. These results gave us a design goal in 
developing 3D displays for high quality 3D visualization. 

Introduction  
Recent 	 progress in display technologies has achieved 

significant milestones in showing high quality 2D images, such as 
4K/8K ultra high definition/resolution displays [1]. These advances 
also increase the potential for the development of glassless 3D TVs 
that can show objects or scenes in a realistic way because 2D and 
3D displays share many basic technologies [2]. However, even 
with state-of-the-art, ultra high definition/resolution display 
technologies, realistic 3D depth information cannot be expressed 
properly on 2D arrays of pixels; high quality reconstruction of 3D 
scenes that have substantial depth is still difficult. To show various 
scenes with substantial depth in 3D TVs, we need to introduce an 
alternative approach that does not rely only on the progress of 
display technologies.  

A type of 3D display that reconstructs light-rays in scenes 
usually has a limit on the depth reconstruction range (the range in 
the axial direction) of 3D scenes. In fact, scenes with substantial 
depth cannot be shown properly because the reconstructed images 
outside the range are blurred unintentionally. An integral 3D 
display, our target display, is one implementation of these types of 
3D displays [3]. By implementing the principle of integral 
photography [4] on electronic and optical devices, integral 3D 
displays can produce 3D moving images. Specifically, an integral 
3D display can be implemented by using a micro-lens-array placed 
in front of a 2D display surface with a gap width corresponding to 
the focal length of lenses, as shown in Figure 1(a). Hence, viewers 
can have visual experiences characterized as being 
autostereoscopic and binocular as having motion parallax because 
pixels behind each micro lens are selectively seen depending on 
the eye position of each viewer. The spatial resolution of 3D 
reconstruction is determined based on the following parameters: 
lens pitch, focal length, and pixel pitch. According to the 
theoretical estimation of the spatial resolution of integral 3D 

displays [5], the spatial resolution of reconstructed images depends 
on the distance between the lens-array position and the 
reconstructed image position. The spatial resolution on the lens 
array plane was the highest, whereas it sharply decreased when the 
reconstructed image position exceeded a specific distance (Figure 
1(b)).  Therefore, the depth reconstruction range, in which a 3D 
reconstruction can be done with high spatial resolution, is limited. 
For example, even with a 13.3-inch 8K display (38.25-µm pixel 
pitch) and 293(H)x190(V), 1.74-mm focal length, and 1 mm-pitch 
micro lens array (using state-of-the-art equipment), by allowing  30 
degrees of viewing angle, the depth reconstruction range is 
bounded to less than a dozen centimeters long.  

To solve these issues involved in the limited depth 
reconstruction range, a number of studies  [5]–[8] have proposed 
disparity manipulation techniques in which the actual depth of a 
scene is reduced by manipulating a binocular disparity while the 
perceiving depth is not changed. Actually, the related techniques 
[9]–[11] have already been introduced in recent stereoscopic movie 
production [12] aiming at expressing 3D scenes in a comfort zone 
that prevents some kinds of visual stress, such as visual fatigue and 
virtual reality sickness [13]–[15]. These ideas could also be applied 
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Figure 2 Depth-compressed expressions for providing natural 3D 
visual experiences 
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to integral 3D displays for providing all-in-focus 3D presentation. 
The required depth range in autostereoscopic displays with light-
ray reconstruction is typically shallower than that of the comfort 
zone in stereoscopic displays; autostereoscopic displays only have 
about a dozen centimeters depth, whereas stereoscopic displays 
have several dozen centimeters depth around a screen surface at a 
typical viewing distance (e.g. one meter away from a screen) [13]. 
Therefore, the depth manipulation for such autostereoscopic 
displays is more challenging than that for stereoscopic ones. 
Furthermore, autostereoscopic displays can provide motion 
parallax, in which a viewer can also see the reconstructed images 
from different viewing positions. Even when the viewing position 
is moved from an ideal point, e.g., right in front of a screen, the 
depth perception for the presented 3D scenes should not collapse. 
Hence, we should take into account not only binocular disparity 
but also motion disparity in evaluating the performance of these 
manipulation techniques. 

In this study, we investigated how large a depth 
reconstruction range was needed to enable viewers to avoid 
feelings of unnaturalness in depth-manipulated scenes. We 
introduced “depth-compressed expressions” as a manipulation 
method to show a 3D scene with substantial depth within a 
shallower depth range by modifying the shapes of 3D CG models 
(Figure 2). Depth-compressed 3D scenes were expected to be 
displayed with the best spatial resolution, while the original 3D 
scenes were expected to be unavoidably displayed with substantial 
unintentional blur. Although viewers would likely notice unnatural 
deformation of 3D scenes from depth-compressed or shape 
modified 3D scenes, we expected viewers to feel less difference or 
unnaturalness from depth-compressed scenes than the degree of 
deformation applied to the original scenes would suggest; that is, 
the relationship between unnaturalness and the degree of depth-
compression should not be linear. 

Our method, depth-compressed expressions, can be seen as a 
manipulation of depth cues. To perceive the 3D world, the human 
visual system integrates a variety of visual cues, such as binocular 
parallax, motion parallax, accommodation, convergence, object 
size, occlusion, shading, and textures [15]–[17]. The importance of 
each visual cue reportedly depends on the viewing distance [18]. 
This suggests that the result of depth perception might not be 
affected very much when unimportant depth cues are modified. In 
our method, by assuming a Cyclopean eye [16]—a virtual eye 
located at the center of two eyes—we adjusted the vertical and 
horizontal sizes of depth-compressed objects so that the retinal 
image size in the Cyclopean eye was kept the same as the original 
one. Therefore, under a special situation with monocular vision 
and no motion parallax, pictorial depth cues can remain unchanged. 
However, when the observation of depth-compressed objects or 
scenes is done under the more realistic situations with binocular 
vision and motion parallax, there could be some significant cues 
could detect some distorted expressions and induce unnaturalness 
regarding scene expression. In this study, we investigated the 
relationship between the levels of depth compression and the 
acceptability of naturalness of 3D scene expressions. 

Figure 3 shows an example of the depth-compression method 
and some expected effects. Figure 3(a) and (b) show the resulting 
images that could be viewed when only the depth information of 
the 3D scene was compressed. As a result of the depth-only 
compression, various depth cues are modified, and the perceived 
scene expression should be largely different from the original one. 
Also, this modification of scenes could induce so-called cardboard 
effects [19]. After applying depth-compression, the distance to 

each object was perceived as if they were actually there on the 
basis of size consistency[16] because the position of far and near 
objects moved closer to the 3D display screen . By compensating 
the vertical and horizontal sizes of objects for the movement of 
object positions, the retinal image size in the Cyclopean eye was 
kept the same as that in the original ones. Therefore, under a 
special situation with monocular vision and no motion parallax, the 
pictorial depth cues were able to remain unchanged, as shown in 
Figure 3(c). However, when a viewer moved far away from the 
origin of the depth compression, he/she could notice the 
unnaturally distorted expressions of the depth-compressed scenes, 
as shown in Figure 3(d). Such unnatural distortion could be 
expected to depend on the levels of depth-compressions. 

To obtain a required depth reconstruction range for natural 3D 
viewing, we should take into account practical viewing conditions, 
including motion parallax and views from various viewing 
positions. Although previous works have reported that all-in-focus 
visualization in autostereoscopic displays could be provided by 
depth manipulation techniques [6]–[8], [20], [21], subjective 
qualities dependent on motion parallax and viewing positions were 
poorly considered in their performance evaluations. For example, 
Kellnhofer et al. [21] used a chin rest during evaluation 
experiments to view depth-manipulated images. This was due to 
the limited angular resolution of a currently existing 
autostereoscopic display. In our experiment, we used a simulation 
system of an autostereoscopic display in which binocular and 
motion disparities were simulated by combining a stereoscopic 
display and viewpoint tracking. Therefore, we could investigate a 
required depth reconstruction range for providing a natural 3D 
visualization without relying on the restricted specifications of 
current autostereoscopic displays. 

In this paper, we present the concept of depth-compressed 
expressions and show that viewers did not feel unnaturalness 

(a) No depth-compression (original) 

(b) Depth-compressed to 10 % (w/o size compensation) 

(c) Depth-compressed to 10 % (w/ size compensation) 

(d) Depth-compressed to 10 %  (w/ size compensation) + Motion Parallax 

Figure 3 Examples of depth compression: compressed scenes and 
the comparisons between their viewed images 
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regarding the depth-compressed scenes even when the scene 
depths were compressed to about 50% of the original ones. Also, 
we show that the method for depth-compressed expressions can be 
a key technology in enabling 3D TV systems to show a large 
variety of scenes that we can usually experience on contemporary 
broadcasts. 

Methods  
Participants 

Thirty-six healthy adults (twelve subjects each in the 20s, 30s, 
and 40s age groups with male-female ratio of 1 in each age group) 
with normal or corrected-to-normal visual acuity and normal stereo 
acuity participated in this study. No post-screening of participants 
was conducted. All the participants gave written informed consent, 
and the study was approved by the Ethics Committee of NHK 
Science and Technology Research Laboratories. 

Apparatus 
An ideal 3D display that produced binocular and motion 

parallax features was simulated by combining a stereo display and 
viewpoint tracking. A 55-inch stereo display (55UF9500; LG, 
Korea) with 4K resolution was utilized to provide dichoptic 
viewing by using polarized glasses and by viewing line-by-line 
polarized images interlaced in each pixel-line for both eyes. Hence, 
the image resolution in the vertical direction was half of the 4K. 
Viewpoint tracking was provided using a three-dimensional 
position sensor (Fastrak; Polhemus, USA). The sensor was 
attached to the temple of the polarized glasses. The sampling 
frequency was 120 Hz. Position data were used not only to provide 
motion parallax but also to analyze the relationship between 
unnaturalness and the magnitude of motion parallax. 

The standard viewing position was set 1.035 m away 
orthogonally from the center of the display screen. The participants 
observed stimuli sitting on a height-adjustable chair placed at the 

standard viewing position. Note that the distance corresponded to 
1.5 times longer than the height of the display screen, providing an 
approximately 60-degree field of view (the standard viewing 
condition for 4K display). This viewing position was used only 
initially and the participants were allowed to move their viewing 
position during the experiments. 

Custom made software built by Unity (Unity Technologies, 
USA) was used for the pseudo 3D stimulus presentation. Two 
images taken using two virtual cameras placed with an inter-axial 
interval in the 3D scenes were used to provide stereovision. The 
cameras were moved according to the output of the viewpoint 
tracking. To simulate the ideal 3D display, we needed to render 
images of 3D scenes as if the display frame were a window frame 
that connected the real and the virtual world. Therefore, each 
virtual camera was given oblique perspective projection matrices 
in which near/far planes were always parallel to the window frame 
in which the four edge lines of each view frustum always passed 
through the corresponding four corners of the window frame, 
regardless of the viewing positions. 

Stimuli 
Nine stimuli (scenes) defined using 3D CG models were 

presented (Figure 4). Each stimulus was categorized into three 
groups—near, middle, and far scenes—on the basis of the size of 
the scenes. Specifically, scenes within 1, 20 and 250 m were 
defined as near, middle and far scene groups, respectively. Three 
stimuli were used in each scene group, consisting of two natural 
scenes and one artificial scene. The artificial scenes were generated 
so that the object density in the space was constant among the near, 
middle, and far scenes. These scenes had a number of checker-
pattern textured cubes and a striped floor in a space. The only 
difference between the scenes for the “cube scenes” in each scene 
group was the position of a wall that masked the far space behind it. 

Table

Flower

Cube（Near）

Living room

Classroom

Cube (Middle)

Urban city

Stadium

Cube (Far)

１ - [m]20 - [m]250 - [m]

Far Scenes Middle Scenes Near Scenes 

Figure 4 Scenes used as stimuli and scene groups 
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Depth-compressed scenes were created by modifying the 
three-dimensional vertex positions of each object in the original 
scenes. The procedure of depth compression consisted of two 
steps: 1) enabling transformation from world coordinates to the 
viewing position coordinates whose origin corresponded to the 
standard viewing position described in Apparatus, 2) modifying 
the coordinate values of each vertex. In the viewing position 
coordinates, the axial direction (orthogonal to the display screen) 
was defined as the depth direction and represented by the z-
coordinate. Horizontal and vertical directions were represented by 
the x- and y-coordinates, respectively. We modified the vertex 
position in the viewing position coordinates by using the following 
equations, 

, (1) 

where x, y, and z were the original vertex position, x', y', and 
z' were the depth-compressed vertex position, a was the 
compression parameter (compression rate), and d was the position 
of the display screen. a was chosen at five levels: a = 0.8, 0.5, 0.3, 
0.15, and 0.1. By using Eq.(1), 3D scenes were compressed toward 
the display surface on the basis of the chosen compression 
parameter a. Note that all the light effects, such as shadows and 
reflections,  were baked into textures (light maps) before applying 
depth compression, so the light effects were not changed even 
when the shapes of objects or scenes were modified using the 
operations of depth-compression. 

Experimental design 
Participants alternately viewed the original and the depth-

compressed scenes, and evaluated the unnaturalness of these 
scenes compared to the original ones, following the modified 
version of the procedure of the double stimulus impairment scale 
(DSIS) method [22]. They were asked about the levels of 
unnaturalness in our experiment, whereas evaluators were asked 
about the levels of image distortion caused by image processing 
(e.g., image/video coding) in the standard DSIS. One stimulus 
evaluation trial consisted of four stimulus-viewing epochs that 
were 5 sec long. In these epochs, original and depth-compressed 
scenes were alternately presented twice, followed by an evaluation 

epoch. In the evaluation epoch, viewers scored the presented 
stimulus using a five-grade impairment scale of depth 
compression; 5 - imperceptible, 4 - perceptible but natural, 3 - 
slightly unnatural, 2 - unnatural and 1- very unnatural. As 

suggested by the DSIS method, we defined the mean opinion score 
(MOS) across subjects = 3.5 as the threshold of acceptable 
unnaturalness. A total of 45 trials (9 stimuli x 5 depth-compression 
levels) were conducted in the evaluation experiment. The order of 
the stimulus conditions was randomized in each experiment. 

Before the experiments, we carefully explained the concept of 
depth compression and the possibility that scenes or object shapes 
of presenting stimuli could be distorted. Also, participants 
conducted some test trials to learn how depth-compressed scenes 
were viewed and how they were evaluated. 

Results  
In all scenes, naturalness in the depth-compressed scenes 

decreased, coinciding with the level of the depth compression 
(Figure 5). Acceptable levels of depth compression (MOS > 3.5) 
depended on the scenes. We found that at least approximately 50% 
(a=0.5) of depth compression provided  “acceptable unnaturalness” 
in all the scenes. Thus, these results suggest that depth-compressed 
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Figure 5 Subjective evaluation for depth-compressed scenes 

Figure 6 A Relationship between acceptable compression-
rates and scene groups 
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scenes whose depth ranges were only half of the original could be 
viewed without inducing unnaturalness.  

After redrawing the same data shown in Figure 5 with respect 
to each scene group, higher levels of depth compression (smaller 
values of a in Eq.(1)) tended to be accepted in scenes of the far 
scene group than the middle or near scene groups (Figure 6). 

Viewers moved their viewing position within ±0.71 m 
horizontally, ±0.45 m vertically and ±0.14 m axially. We 
calculated Pearson’s correlation coefficient between viewers’ 
evaluation scores and viewpoint ranges for each condition (45 
conditions: 9 stimuli x 5 depth-compression levels), but no 
significant correlations (P>0.05, false discovery rate was corrected 
for multiple comparisons) were found in any of these conditions.   

Discussion 
We have found that 3D scenes could be expressed within a 

shallower depth range than the original one, without inducing 
unnaturalness in viewers. We found that only a half depth of the 
originals was needed to display them, even with the simple 
transformation of the shapes of scenes (Eq.(1)). These results 
suggest that our approach has the capability to produce 3D displays 
with a promising depth reconstruction range and to show a variety 
of scenes that originally require a deeper depth reconstruction 
range. Also, these results give us a design goal in developing 3D 
displays for a high quality, natural 3D visualization. For example, 
to show a 3D scene with 1-meter depth naturally for viewers, our 
results suggest that at least 50 centimeters depth reconstruction 
should be achieved in the future development of autostereoscopic 
3D displays. Furthermore, we found that acceptable levels of depth 
compression depended on the size of scenes. These results suggest 
that more efficient depth compression may be possible by applying 
depth compression that is dependent on the position in original 
scenes. 

Although larger scenes tended to accept higher levels of depth 
compression, the cube (far) and cube (middle) scenes, depicted by 
a dot-and-dash line in Figure 5(b) and (c), showed comparable 
scores with the near scenes, shown in Figure 5(a). These cube 
scenes were intentionally designed to have the density of depth 
cues per depth position. Hence, if viewers attended only to the near 
depth area, the depth cues they received would be almost the same. 
Although the stadium and the urban city scenes, which were the 
only other scenes than the cube (far) in the far scene group, had 
objects in the near area (a soccer ball or a pole of a street lamp), 
the density of depth cues could be less than the cues in the cube 
(far) scene. Therefore, optimal levels of depth compression could 
be chosen based not only on the size of the scenes but also on what 
the main subject in a scene was. 

We found no significant correlations between viewers’ 
evaluation scores and viewpoint ranges. These results suggest that 
viewers evaluated the stimuli focusing not only on motion parallax, 
but also on other depth cues. However, these results might be 
related to the limited range of viewpoint movements because it was 
not easy to move a larger amount while sitting on a chair. If 
viewers could move around more and move more easily, the 
results might be changed because large movements are known to 
lead to large spatial distortion (as shown in Figure 3(d)). Further 
investigation on control of viewing ranges is needed. 

As mentioned in the introduction, the goal of this study was to 
display a variety of scenes, even with a substantial depth, in 3D 
displays whose depth reconstruction range is limited. We showed 
that scenes with substantial depth can be naturally expressed 
within half the range of the original. Actually, we believe that such 

depth compression could be helpful. In addition, depth-
manipulation methods previously proposed for stereoscopic [9]–
[11] and autostereoscopic displays [6]–[8], [20], [21] could be 
integrated. Further approaches are applicable to express a large 
variety of scenes within this limited range of depth. Therefore, the 
required depth reconstruction range can be dramatically reduced. 

In future work, the discovery of the appropriate depth range to 
display arbitrary scenes naturally will facilitate designing the 
specifications of future 3D displays, such as pixel pitches, lens 
pitches, and focal lengths.   
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