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Abstract
This paper presents a novel joint geometric camera calibra-

tion system using a novel calibration target for a visible and a
far-infrared (FIR) cameras. By using the proposed calibration
target which is the two-layer structure with different combinations
of thermal emission, we can stably and precisely obtain the cor-
responding points of the checker pattern in the calibration target
from the visible and the FIR images. The simple calibration algo-
rithm based on the well-known Zhang’s algorithm can accurately
estimate the camera parameters, because we can use many useful
tools which contribute the accuracy. Experimental results show
that the proposed calibration system enables us to easily calibrate
the visible and the FIR image with high accuracy compared with
an existing system. Furthermore, the proposed system can lead
to develop various applications including joint image denoising,
and joint image up-sampling.

Introduction
Multi-spectral and multi-modal images are becoming com-

mon in image processing [1, 2, 3, 4, 5, 6, 7, 8, 9, 10], compu-
tational photography [11, 12, 13, 14] and computer vision [15,
16, 17, 18]. Particularly, far-infrared (FIR) imaging is effec-
tive for night vision [19, 20], pedestrian detection [21, 22, 23],
and temperature analysis [24, 25], because the FIR is robust to
low-light condition and lightning changes [26]. To obtain these
benefits of the FIR image properties, image processing algo-
rithms which is focusing on a joint use of visible and FIR im-
age pairs have been proposed. For example, various image fu-
sion methods for the visible and FIR image pairs have been pro-
posed [27, 28, 29, 30, 31, 32, 33]. Surface temperature analysis
techniques [34, 35] and pedestrian detection algorithm [36] us-
ing the visible and the FIR image pairs were presented. For these
methods, an accurate joint calibration between the visible and the
FIR camera pairs is required.

For joint calibration for visible camera pairs, various effec-
tive methods have been proposed. Among them, the most stan-
dard approach is to use a planner calibration board with a printed
checker pattern. The very effective algorithm using the checker
pattern was proposed by Zhang [37]. In the Zhang’s algorithm,
the corresponding points, e.g. grid corners, located on each planes
are extracted using a corner extraction algorithm. The intrinsic
and the extrinsic camera parameters are estimated by minimiz-
ing the reprojection error between the world coordinate and the
each image coordinate. Furthermore, many open sources based on
highly sophisticated implementations such as the Caltech MAT-

LAB Calibration tool box [38] and Open CV [39] are available.
These implementations also include many useful tools which con-
tribute the calibration accuracy.

Contrary to the accumulated progress of the joint calibration
techniques for the visible camera pairs, the joint calibration for
the visible and the FIR camera pairs is still challenging. For the
FIR camera calibration, bright spots such as small light bulbs or a
modified laser pointer are often used as the calibration points [40].
The specially designed targets for the FIR camera using a wire
grid object [24] or a special planer board [41, 42, 43, 44, 45, 46]
were also presented. However, these calibration methods are not
applicable to the joint calibration for the visible and the FIR cam-
eras, because it is very difficult to extract corresponding points
between both images.

To conduct the joint calibration of the visible and the FIR
cameras, a specially designed target based on a geometric mask
with high thermal contrast was presented [47]. Although the
mask-based approach can capture the corresponding points be-
tween the visible and the FIR images, the calibration accuracy is
still insufficient. The alternative approach for the joint calibra-
tion is to employ the Zhang’s algorithm [37] using the checker
pattern [34, 18, 48]. In these methods, the calibration target is
heated by a flood lump or hot air to visualize the checker pat-
tern in the FIR image. Although the Zhang’s algorithm can be
utilized, the performance of the calibration for the FIR camera is
still limited. This is because the extracted corresponding point co-
ordinate, which is critical for the Zhang’s algorithm, is inaccurate
and unstable due to the unclear checker pattern in FIR image.

This paper presents a novel joint camera calibration system
for the visible and the FIR cameras. The main contribution of this
paper is to present the simple but accurate calibration for visible
and FIR cameras by using the proposed calibration target which is
capable of obtaining stably and precisely the clear corresponding
points of the checker pattern from the visible and the FIR images.
Experimental results show that the proposed calibration flow en-
ables us to easily calibrate the visible and the FIR image with high
accuracy compared with a existing method. Furthermore, the pro-
posed system can lead to develop various applications including
joint image denoising, and joint image up-sampling.

Proposed method
The overview of the proposed calibration flow is shown in

Fig. 1. The proposed flow consists of the five steps: 1) calibration
for a visible camera, 2) tone mapping for a FIR image, 3) cali-
bration for the FIR camera, 4) extrinsic parameter estimation, and
5) image alignment. In the proposed system, we first capture the
visible and the FIR images simultaneously which include the cor-
responding checker pattern by the proposed calibration target as
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Figure 1. Overall flow of our proposed joint calibration flow.
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Figure 2. Proposed calibration target.
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Figure 3. Captured FIR images.

shown in Fig. 1 (a) and (b). Then, the tone mapping is applied to
the captured FIR image to enhance the captured checker pattern.
The intrinsic parameters of the visible and the FIR cameras are
estimated. Next, the extrinsic camera parameters between both
cameras are estimated. Finally, the both images are aligned using
the estimated intrinsic and extrinsic camera parameter as shown
in Fig. 1 (c).

Proposed calibration target
The proposed calibration target is shown in Fig. 2 (a). The

proposed target consists of the two layers: 1) the black and plan-
ner base board and 2) the white planner plates. Here, the white
plates which are held up by poles as shown in Fig. 2 (b). The
black base board is made of resin whose thermal infrared emis-
sivity is very small, while the white planner plates is made of
aluminum. The surfaces of the plates are painted by resin whose
thermal emissivity is large. The FIR images which contain the
proposed calibration target is shown in Fig. 1 (b). The region
in the base board is dark due to the small emissivity of the base
board, while the region in the planner plates are bright (i.e. high
temperature) originated from the thermal radiation from the resin

on the plates.
In the existing calibration target by Prakash’s system [34],

the checker pattern in the FIR image is blurred due to the ther-
mal diffusion between the high temperature and the low temper-
ature regions as shown in Fig. 3 (a). Contrary to the existing cal-
ibration target, the proposed calibration target can produces the
sharp checker pattern as show in Fig. 3 (b). The reason for this
is that the bright and the dark regions are thermally insulated by
the two-layer structure of the proposed calibration target, because
the boundary between base board and the white plates are uncon-
nected.

Furthermore, the low thermal diffusion structure is also very
effective to persist the clear checker pattern for a long time (>15
min.). Note that this persistence is critical to stably capture the
checker pattern in the FIR camera. The persistence also leads to
dramatically reduce the required time for obtaining the set of im-
ages for calibration. As shown in Fig. 1 (a) and (b), we can obtain
the corresponding checker pattern from the visible and the FIR
images simultaneously, which is necessary for the joint calibra-
tion for the visible and the FIR cameras.

Tone mapping for FIR image
In the proposed system, a clear checker pattern can be ob-

tained by using our calibration target as shown in Fig. 3 (b). In
general, however, compared with the checker pattern of the visi-
ble image, the intensity difference between the bright region and
the dark region in the FIR image is much smaller than that of the
visible image. To apply the corner detection algorithm which is
designed for the visible image directly, we enhance the bright and
the dark regions in the FIR image by using our tone mapping al-
gorithm. Our tone mapping is designed so that the intensity in
the bright and the dark region is adaptively mapped into the white
and the black for each pixel. More specifically, our tone mapping
function f is given by

I j = f (I j) = 128×
[
tanh

(
η

(I j − Imed
j )

(Iup
j − Ilow

j )

)
+1

]
, (1)

where I j is the input FIR image intensity of j-th pixel, Iup
j , Ilow

j
are the mean intensity of the nearest bright square and the nearest
dark square for j-th pixel, Imed

j is given by Imed
j = (Iup

j + Ilow
j )/2,

and η is the parameter which determines the slope width of the
hyperbolic function in f . In the following of this paper, we set
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η as 0.5. As shown in Fig. 3 (c), we can generate the clearer
checker pattern by applying our tone mapping algorithm, because
the original intensity of the FIR image is adaptively mapped into
the white and the black for each pixel based on the intensity of the
nearest bright and the dark square.

Camera calibration and image alignment
In the proposed system, the basic pinhole camera model is

employed for our calibration system. Let x = (xn,yn,1)T and
X = (X ,Y,Z,1)T be the image coordinate and the world coordi-
nate, respectively. The transformation from the world coordinate
to the image coordinate is given by λx = K[R|t]X, where λ is an
arbitrary scale parameter, K is the camera intrinsic matrix, R is
the rotation matrix, and t is the translation vector, receptively. In
general, the captured image is distorted due to the optical lense.
In this paper, the widely used distortion model [38] which approx-
imates the radial and tangential distortion is employed.

In the proposed system, we can obtain the accurate extrin-
sic camera parameter between the visible and the FIR cameras
by using this camera calibration model and the proposed calibra-
tion target. The reason for this is that we can extract the corre-
sponding corner from the corresponding checker pattern from the
visible and the FIR images simultaneously by using the proposed
calibration target.

Finally, the FIR image is aligned into the visible image co-
ordinate using the estimated camera parameter. The depth infor-
mation is required for the image alignment. In our setting, we can
assume that the baseline between the visible and the FIR cameras
is much smaller than the depth of each object. Therefore, we can
set a fixed depth to align the two images, because the disparity
originated from the subject distance deferences is negligible.

In the proposed method, the Caltech MATLAB Calibration
tool box [38] is used to estimate the intrinsic parameters of the
visible and the FIR cameras and the extrinsic parameters between
both cameras. By employing the Zhang’s algorithm with the
highly sophisticated implementation including many useful tools,
we can estimate the camera parameters with high accuracy.

Experiments
To evaluate the performance of the proposed calibration sys-

tem, we set a joint image capturing device composed of a visible
and a FIR camera. We used POINT GREY Firefly MV for the
visible camera and FLIR A15 for the FIR camera, whose reso-
lutions are 640x480 and 160x128 pixel, respectively. In the fol-
lowing of this section, we first evaluate the effectiveness of the
proposed calibration target and the accuracy of the proposed cali-
bration system. Next, the applications using the proposed system
are demonstrated.

Calibration accuracy evaluation
We can simultaneously obtain the clear checker pattern for a

long time by the proposed calibration target with our tone map-
ping algorithm. This strength is critical to stably extract the cor-
responding points from the FIR images. This is because we can
estimate the accurate camera parameters using the Zhang’s algo-
rithm [37] which is supported by the sophisticated implementa-
tions and the useful tools, if the accurate corresponding points are
extracted.

To show the stability of the extracted corresponding points

Figure 4. Progress of checker pattern in FIR image by existing [34] and

proposed system.

Figure 5. Stability of extracted corresponding points by existing [34] and

proposed system.

by the proposed calibration target, we captured the set of the
checker patterns in the FIR images over 1,000 [sec] and eval-
uated the time series variation of the extracted points from the
FIR images. To compare the performance of the proposed target
with a existing target, the same experiments were conducted by
Prakash’s approach [34]. In the experiment, the calibration target
which includes 25 grids were used. Note that the calibration tar-
get for the existing method [34] was also designed so that the size
of the checker pattern was same as that of the proposed one.

An example of the captured checker pattern for the existing
and the proposed system are shown in Fig. 4. Here, the top and the
bottom row show the checker pattern by the existing and the pro-
posed system. Each column shows the time series variation of the
checker pattern just after heating. As shown in Fig. 4, the checker
pattern by the proposed target is much clearer than that of the ex-
isting target over all times. Furthermore, the clear checker pattern
by the proposed target can be preserved after 600 [sec], while the
checker pattern by the existing target is quickly diminished.

To evaluate quantitatively the stability of the extracted corre-
sponding points, we measured the mean square error between the
extracted point coordinates at initial time and that of each time.
The time series variation of the error is shown in Fig. 5. Here, the
smaller pixel error is, the more stable the extracted corresponding
points is. As shown in Fig. 5, the errors by the proposed target
is smaller than 0.1 pixel even after 800 [sec], while the error by
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Table 1. Mean reprojection error for visible and FIR images

Calibration system FIR image Visible image
Existing (Prakash’s [34]) 0.1841 [pix] 2.360 [pix]

Proposed 0.0676 [pix] 0.139 [pix]

(a) FIR image (b) Visible image

Figure 6. Scatter plot of reprojection error of existing [34] and proposed

system.

the existing approach is larger than one pixel after 60 [sec]. The
results show the stability of the extracted corresponding points by
the proposed target compared with the existing one.

Next, the accuracy of the intrinsic and the extrinsic camera
parameters by the proposed and the existing system was exam-
ined. We captured the 60 images. Among them, we used 30 im-
ages to calibrate both cameras. The other 30 images were used for
evaluation. To evaluate the performance, we measured the mean
reprojection error (MRE), i.e. the residual between the extracted
point coordinate of each image and the transformed point coordi-
nate from the world coordinate into each image coordinate using
the estimated camera parameters by the proposed and the existing
system.

The evaluation results of each MRE are shown in Table. 1.
The scattering plots corresponding to each MRE are also shown in
Fig. 6 (a) and (b). Here, the red and blue points show the residual
by the proposed and the existing system, respectively. As shown
Fig. 6, the error by the proposed system is much smaller than
that of the existing method [34]. Note that the error in the visible
image by the exiting system is much worse than that of the pro-
posed system as shown in Fig. 6 (b), even though the accuracy of
the estimated intrinsic parameter of the visible image is same. In
our calibration, the extrinsic parameters of the visible and the FIR
cameras are jointly estimated using the estimated intrinsic param-
eters of both cameras. Therefore, the inaccurate intrinsic param-
eter of the FIR camera directly affects the accuracy of the esti-
mated extrinsic parameters of both cameras. An example of the
effectiveness of the accurate proposed joint calibration is shown
in Fig. 7. The proposed system successfully generate the distorted
FIR image as shown in Fig. 7 (c), while as shown in Fig. 7 (b),
the distorted image by the existing system cannot remove the dis-
tortion completely. These results show that the proposed system
can estimate both the intrinsic camera parameter of the FIR cam-
era and the extrinsic parameter between the visible and the FIR
cameras with high accuracy.

(a) input FIR image

(b) Result by existing system [34] (c) Result by proposed system

Figure 7. Input and distortion corrected FIR images.

Applications of our joint calibration system
The accurate joint calibration result by the proposed system

is effective for various applications such as joint image denoising,
joint image up-sampling, and image fusion. In the following of
this section, we demonstrate the example of these applications.

Image denoising
The first example is the joint image denoising application.

Here, the denoising is carried out by guided filter [50]. The noisy
visible image, the FIR image and the denoised results with the
common visible image denoising method [49] and the proposed
approach are shown in Fig. 8, respectively. The noisy visible im-
age is generated by adding the Gaussian white noise (σ = 35) to
the original image shown in Fig. 8 (f).

The close-ups of the red square are also shown in the left
below of each image. As shown in Fig. 8 (a) and (b), the struc-
ture of the cable is unclear due to the large noise in the visible
image, while the structure is clear in the FIR one. The exist-
ing method [49] cannot remove the noise sufficiently as shown
in Fig. 8 (c). As shown in Fig. 8 (d), the structure of the black
wire becomes unclear by existing system [34], because the mis-
alignment exists between the visible and the FIR image. On the
other hand, Fig. 8 (e) shows that the proposed approach can re-
cover the structure by removing the noise, because the noise is
effectively removed using the FIR image as the guide.

Image up-sampling
Finally, we demonstrate the effectiveness for the joint image

up-sampling application. The up-sampling image is generated by
refining the aligned FIR image using the guided filter [50]. The
visible image, the FIR image and the up-sampled results with the
proposed calibration system are shown in Fig. 9, respectively. The
close-ups of the red and green rectangles are shown in the right
side of each image. As shown in Fig. 9 (b), the aligned FIR image
is blurred compared with the visible image, because the original
resolution of the FIR image is much lower than the visible one.
The result by the existing system show that the artifact is gener-
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(a) Visible image

(c) BM3D [49]

(e) Result by proposed system

(b) Aligned FIR image

(d) Result by existing system [34]

(f) Ground truth
Figure 8. Image denosing application.

ated along the edge of the char as shown in Fig. 9 (c). Further-
more, the structure of the cable fades away by applying the guided
filter due to the misalignment. On the other hand, the result by the
proposed approach show that the sharp edge of the char and the
detail curve of the cable is successfully refined using the visible
image as the guide as shown in Fig. 9 (d).

Conclusions
We have presented the novel joint geometric camera calibra-

tion framework for the visible and FIR cameras. The main contri-
bution of this paper is to present the simple but accurate calibra-
tion for visible and FIR cameras by using the proposed calibration
target which is capable of obtaining the clear corresponding points
of the checker pattern from the visible and the FIR images. Ex-
perimental results showed that the proposed system enables us to
easily calibrate the visible and the FIR image with high accuracy
compared with a existing method. Furthermore, the proposed sys-
tem can lead to develop various applications including joint image
denoising, and joint image up-sampling.
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