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Abstract
This paper presents an illumination invariant face recog-

nition technique that uses a combination of local edge gradient
information from two different neighboring pixel configurations
to represent face images. The proposed Local Boosted Features
(LBF) is an oriented local descriptor that is able to encode vari-
ous patterns of face images under different lighting conditions. It
employs the local edge response values in different directions and
multi-region histograms from each neighborhood size. Then con-
catenate these histograms to get one long LBF-feature vector for
each image. Finally, we use a library for support vector machines
(LIBSVM) classifier to define the similarity between a test feature
vector and all other candidate feature vectors. The performance
evaluation of the proposed LBF algorithm is conducted on several
publicly available face databases and observed improvements in
the recognition accuracy.

Introduction
Face recognition has received a great deal of attention in re-

cent years and has spread in several applications such as biometric
systems, access control and information security systems, surveil-
lance systems, etc. The first automatic face recognition system
was developed by Kanade [1], since then the performance of face
recognition systems has improved significantly. The most fun-
damental way for face recognition is comparing the information
from probe images with the one in the recognition system. There-
fore, face recognition system can operate in either or both of two
modes: face recognition (or identification) and face verification
(or authentication).

• In an identification process, the face image of an unknown
identity is compared with face images of known individuals
from a large database.

• In a verification process, the face image is compared with
one face image from a database with the claimed identity.
The system measures the similarity between the two images
and returns a value which needs to reach a predefined thresh-
old to acknowledge or reject the claimed identity.

The most fundamental and important aspect in face recog-
nition is representing and describing the face with efficient facial
features. There are two common types of techniques to extract
the features from a face image. The first one is subspace based
holistic feature (geometric features) which can be represented by
the shapes and locations of facial components such as eyes, nose,
mouth, etc. The second one is local appearance based features
that presents the appearance changes of the facial skin texture,
such as wrinkles and furrows [2]. Two of the most successful
local appearance based feature descriptors that are based on the

concept of a spatial histogram model local pattern descriptors are
local binary pattern (LBP) and local directional pattern (LDP).

The original LBP operator was introduced by Ojala et al. for
texture analysis [3]. It is a nonparametric method which extracts
local structures of images by comparing a pixel that is under con-
sideration (central pixel of each 3×3 window) with its neighbor-
ing pixels. If a neighbor pixel has a higher gray value than the
central pixel (or the same gray value) then a ′1′ is assigned to that
pixel, which is otherwise a ′0′. Finally, the LBP binary code for
the center pixel is produced by concatenating the eight 1s or 0s
which can be converted to a decimal number to produce the new
value of that central pixel.

The LDP descriptor encodes the directional information in
each (3× 3) neighboring pixels by convolving the image with
Kirsch masks in eight different orientations [4]. It uses the rela-
tive strength magnitude to encode the image texture instead of the
intensity as LBP does with higher computational cost. In order
to generate the LDP code, we need to know the most prominent
directions denoted as t. Then the top t directional bit responses
are set to 1 and the other (8− t) bits of the 8-bit LDP pattern are
set to 0. Finally, the LDP binary code for the pixel under con-
sideration (central pixel of each 3× 3 window) is produced by
concatenating the eight 1s or 0s which can be converted to a deci-
mal number to produce the new value of that central pixel. These
descriptors usually have been used in the field of face recognition
and facial expression recognition, since they have quite important
properties to be robust against uncontrolled environments such as
illumination variation, random noise, and alignment error, as well
as computational simplicity.

In this paper, we present a new technique that is based on
the concept of local appearance based techniques for achieving
the illumination invariant face recognition, named local boosted
features (LBF). LBF extracts the facial features from two differ-
ent neighborhood configurations, then a histogram is built from
each neighboring configuration (layer). Finally, we concatenate
these two histogram vectors to form the final LBF-feature vec-
tor for each image. In other words, the proposed technique is a
combination of two eight bit binary patterns that come from two
neighboring sizes, then map each 8-bit binary code to its own bin
to get a histogram for each layer. Finally, concatenate these his-
tograms to form a boosted feature vector, which is the descriptor
for each image.

The rest of the paper is organized as follows. In Section 2,
the proposed LBF technique is illustrated in detail. Discussion on
the datasets and experimental results are presented in Section 3.
Finally, the conclusion is drawn in Section 4.
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Local Boosted Features (LBF)
To capture sufficient detailed discriminative information, the

proposed LBF technique encodes various distinctive spatial re-
lationships from two neighborhood sizes of a pixel. Two main
stages have to be done for the LBF. 1) Edge detection, where
the input image magnitude is extracted by convolving the image
with kernels. 2) Image encoding and decoding, where the relative
strength is used to encode the image texture.

Edge detection
In this stage, we convolve the input image with Kirsch masks

in eight different orientations. The Kirsch operator is a first
derivate filter which is used to detect edges in all eight directions
of a compass considering all eight neighbors [5]. Specifically, it
takes a single mask, denoted as Ki for i = 0,1, ...,7, and rotates
it in 45 degree increments through all 8 compass directions as
shown in Fig. 1. The direction of the edge is determined by the
mask that produces the maximum output value. Figure 2 shows
an example of Kirsch kernels filtered images. All eight directional
features of the face image are extracted with their corresponding
masks.

Figure 1. Kirsch edge kernels in all eight directions.

Figure 2. Kirsch kernels filtered output images.

Image Encoding and Decoding
After the edges are detected using the method mentioned

above, the Image Encoding and Decoding (IED) strategy is ap-
plied [6]. To encode the local boosted features in the neighbor-
hood, a binary coding strategy is applied to two neighborhood
layers of each pixel in the image. Given a central pixel gc in the

image and its P circularly and evenly spaced R-radius neighbors
gp, p = 0,1, ,P− 1 that can be seen in Fig. 3 [7]. We consider
the first neighbor layer when P = 8 and R = 1, and the second
layer when P = 8 and R = 2. Therefore, we have 8 neighboring
pixels for each surrounding layer excluding the pixel under con-
sideration (central pixel), the values of neighbors that are not in
the center of grids can be estimated by interpolation. Then for
each neighborhood layer, we compare the 8 neighboring pixels
(excluding the central pixel) with their median. If a neighbor pixel
has a higher edge value than the median value (or the same value)
then a 1 is assigned to that pixel, which is otherwise a 0. Then a
histogram is built for each layer. Finally, we form the proposed
boosted features by concatenating these two histograms.

Figure 3. Central pixel and its P circularly and evenly spaced neighbors

with radius R.

Given an input image I(x,y), the eight different directional
edge response values di can be computed by

di = I(x,y)∗Ki, i = 0,1, ...,7. (1)

where ∗ represents a convolution operation.
The initial step of IED computation after obtaining the eight

different directional edge response values of the first and second
neighborhood layers di,1 and di,2 for i = 0,1, ...,7 respectively,
is to compute the median of di,1 and di,2. After that, we com-
pare each pixel from each layer with its corresponding median to
form the binary code. Then to retrieve the edge features map, we
change that binary codes into the corresponding decimal codes D1
and D2, which can be computed by

D1 =
7

∑
i=0

f (di,1−m1)×2i

D2 =
7

∑
i=0

f (di,2−m2)×2i

(2)

and

f (x) =

{
1 if x≥ 0
0 if x < 0

(3)

where m1 and m2 are the medians of each 8 neighboring pixels
for the first and second neighborhood layers respectively. Figure
4 illustrates the whole procedure of the proposed LBF technique.

Experimental Results
To evaluate the effectiveness of the proposed LBF technique

on face recognition applications, we tested it using tow publicly
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Figure 4. An example of calculating the proposed LBF.

available face datasets, namely extended Yale B database [8, 9]
and AT&T dataset (ORL) [10]. These datasets include diversity
of extreme illumination and lighting problems as in Yale B dataset
and slight pose variations as in ORL dataset. The extended Yale
B database has 2280 face images for 38 subjects representing 60
illumination conditions per subject under the frontal pose, Fig.
5 shows some samples of one subject of this dataset. For ORL
database, a total of 400 face images corresponding to 10 different
images of 40 distinct subjects are utilized. Some samples of a
subject are shown in Fig. 6. The images are taken at different
times with different specifications, including varying slightly in
illumination and pose, different facial expressions such as open
and closed eyes, smiling and not smiling, and facial details like
wearing glasses and not wearing glasses.

Figure 5. Samples of one subject from the Extended Yale B database.

Figure 6. Samples of a subject from the ORL database.

To consider the local information of face components, we di-
vide each image into small blocks as can be seen in Fig. 4, then
we extract the information of each block separately using our pro-
posed LBF technique from each neighboring layer and represent
it as a local LBF histogram. Finally, we concatenate these lo-
cal histograms to form a global histogram for each layer of the
input image. Then we concatenate these two global histograms
to form a final feature vector that contains information about the
distribution of the local micro-patterns of the image, and can be
used to statistically describe the face image characteristics. When
it comes to the face recognition process, the objective is to com-
pare the encoded feature vector from one image with all other
candidate feature vectors using a library for support vector ma-
chines (LIBSVM) [11]. To avoid any bias, we randomly select the
data for training and testing and the experiments were repeated 10
times, then the average results are calculated for comparison.

For extended Yale B dataset, we summarize the highest
recognition rates by randomly selecting half of the data for train-
ing (30 images per subject) and the other half for testing. Then
the experiments were repeated 10 times and the average results
are calculated for comparison. The performance results of well
known face recognition algorithms like local ternary patterns
(LTP) [12], Weber-face [13] and gradientface (GradFace) [14], as
well as LBP and LDP [15], with the proposed method on extended
Yale B dataset are presented in Table 1. Note that, the results we
compared with are as we got from their original references which
are mentioned in the table. Meanwhile, part of the extended Yale
B dataset (standard Yale B dataset) was used in [13][14].

Table 1: Performance comparison of the proposed method
with well known face recognition algorithms on extended Yale
B dataset

Reference Method
Recognition

Accuracy
Proposed LBF 99.21 %

[14] GradFace 98.96 %
[12] RLTP 98.71 %
[13] Weber-face 98.30 %
[12] LTP 98.25 %

Code Available LBP 98.20 %
[14] LTV 97.93 %
[15] LDP+2D-PCA 96.43 %
[15] LBP+2D-PCA 91.54 %
[15] LDP+PCA 81.34 %

For AT&T (ORL) dataset, we follow the same database par-
tition as in [16] and summarize the highest recognition rates
by randomly selecting half of the data for training (5 images
per subject) and the other half for testing, then the experiments
were repeated 10 times and the average results are calculated
for comparison. The performance results of well known face
recognition algorithms like local binary patterns (LBP) [17],
state preserving extreme learning machine (SPELM) [18], and
a combined phase congruency and Gabor wavelet techniques
(PC/GW) [16], with the proposed method on ORL dataset are
presented in Table 2. Note that, the results we compared with
are as we got from their original references which are men-
tioned in the table, since we do not have any original codes of
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of these algorithms, while the LBP Matlab code that has been
used in this paper for both comparisons is publicly available at:
http://www.cse.oulu.fi/CMV/Downloads/LBPMatlab.

Table 2: Performance comparison of the proposed method
with well known face recognition algorithms on ORL dataset

Reference Method
Recognition

Accuracy
Proposed LBF 98.75 %

[16] GW+PC+PCA 98.00 %
[16] GW+PC 98.00 %
[18] Gabor+SPELM 97.97 %

Code Available LBP 97.10 %
[18] PHOG+SPELM 92.45 %
[16] PCA 88.00 %

Conclusion
In this paper, we introduced a new feature descriptor tech-

nique named as local boosted features (LBF). Throughout the per-
formance evaluation, we found that LBF is robust for face recog-
nition regardless of extreme variations of illumination/lighting en-
vironments as in extended Yale B database, and slight changes of
pose conditions as in AT&T dataset. In addition, compared to the
other state-of-the-art methods, we can see that our method pro-
vides better accuracy in most test cases. In general, considering
all comparison results, we can assess that LBF can be a promising
candidate for face recognition applications.
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