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Abstract
Person detection and recognition has many applications in

autonomous driving, smart home and smart office applications.
Knowledge about the presence of a person in the environment can
be used in safety solutions such as collision avoidance, in energy
conservation solutions such as turning lights and air-conditioning
off when there is no person around, and in meeting and collabo-
ration solutions such as locating a vacant room. In this paper, we
present a solution that can reliably detect and recognize persons
under different lighting conditions and pose based on head detec-
tion and recognition using deep learning. The system is proved to
achieve good results on a challenging dataset.

Introduction
Person detection and recognition is one of the fundamen-

tal problems in image understanding. Knowing the location and
identity of persons in the image leads to a lot of everyday applica-
tions. On social network and online media, detecting persons and
tagging the identity has become a convenient way to share mem-
ories and organize the photos. In shopping mall and other public
area, detecting and recognizing persons from surveillance cam-
eras is an essential approach to automate applications in public
safety. In a smart home and smart office environment, knowing
the presence of persons can help energy harvesting, customized
services, and anomaly detection.

However, detecting and recognizing persons in smart home
and smart office is a challenging task. Due to the unconstrained
environment and the long time span, people can have different
pose, wear different clothes, and undergo various lighting condi-
tions and occlusions.

In this paper, we investigate person detection and recognition
as a whole system for smart home and smart office environment in
a less constrained setting, where images contain person that have
different pose, viewpoints from multiple days. We propose the use
of head region instead of face or full body for person detection.
We show that we can both reliably detect the person and extract
powerful features that are mostly invariant to time and help with
the recognition stage. To verify our person detection and recogni-
tion system, we collect ground truth annotation of head bounding
box and identities for a TV series Modern Family. With the col-
lected dataset, we show the effectiveness of our person detection
and recognition system.

Related Work
Person detection and recognition, have been studied for a

long time. In the bulk of previous work, person detection and
recognition have been mostly treated as two separate problems,
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each of which has seen great progress in recent years.
Person detection is a vague term as it does not specify what

body part is detected. In a lot of previous research, person de-
tection is phrased as face detection or full body detection. Viola-
Jones[1] is the textbook face detector that uses Haar feature-based
cascade classifiers. This face detector is very fast, but only gives
moderate detection performance. Later generic object detector
based on the Deformable Parts Model (DPM)[2] has been proved
to be effective for both face detection and body detection[3].
DPM models the the object by the appearance and deformation.
Here, the appearance for the whole object and each part is rep-
resented by the Histogram of Oriented Gradient (HOG)[4]. The
deformation calculates the deviation of parts from its ideal loca-
tion relative the root. The training process will optimize the cost
defined by appearance response subtracting the deformation cost
at different location and scales. Recent progress in deep learning
based approaches such as R-CNN[5], Fast R-CNN[6], and Faster
R-CNN[7] have improved the performance of human body detec-
tion and face detection by a large margin. While it is required that
frontal face, or at least a large portion of the frontal face is visible
for face detection, body detection is more robust to different pose
and viewpoints.

Similar to person detection, the main effort towards person
recognition is on face recognition. This research field has seen
great progress in the last few decades from the ones using had-
crafted features[8], to more deep learning based system such as
[9]. Schroff et al.[10] use large scale proprietary data to train
a network with triplet loss. Parkih et al. [11] also use triplet
loss to learn an embedding of face features. These existing work
mostly focus on frontal face images with little occlusion. All the
above-mentioned face recognition systems more or less require
face alignment as a preprocessing step.

Person detection and recognition have also been framed in
the context of naming characters in TV series. The majority of
this branch of work use multiple cues to recognize the persons.
In [12] visual information from face and clothing appearance and
textual information from the subtitles are aligned to help recog-
nizing characters. Tapaswi et al. [13] models each episode as a
Markov Random Field, integrating face and clothing appearance,
speaker recognition and contextual constraints in a probabilistic
model. In [13], face descriptors and multiple instance learning is
applied and it is demonstrated that only using subtitles can give
good results.

A closely related research area to person recognition is per-
son re-identification[14]. In this setting, the same person is cap-
tured by cameras at different location and different time of the
day. The task is to identify the person captured by one camera
given a set of images captured by other cameras. It is expected
that people across different time of the day and different location
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wear the same clothes. Before the rise of deep learning, existing
work focus on metric learning[15] and mid-level representation
learning[16, 17]. Most recent work [18] have been trying to learn
similarity metric through deep network using pairs of images cap-
tured from different cameras.

Recently, a dataset Person in Photo Albums (PIPA)[19] is
released to help with the research in person recognition in a less
constrained environment. Unlike previous research on face detec-
tion and face recognition. This work investigated the case where
the frontal face is not necessarily visible. The PIPA dataset that
they published contains images from every day life from thou-
sands of persons. The author proposed an approach based on
combining face recognition model and classifiers for several pose-
lets and reported 83% accuracy for person recognition. However,
achieving such a high accuracy on what seems to be a very chal-
lenging task is skeptical. A follow up paper by Oh et al. [20]
investigate the flaws in the experiment protocol and found that
images from the same day where people could be wearing the
same clothes or even having nearly identical poses are split across
the training and testing set, which explains the overly high perfor-
mance. They propose to split the training and testing set accord-
ing to albums or time of the day so that person recognition can be
evaluated in a more realistic manner.

The datasets for face detection, face recognition, person re-
identification and person recognition in general are different. The
visible body parts, image quality, clothing type, and pose are all
different depending on the specific tasks.

Person Detection and Recognition
A person detector is a system that generates a rectangular

bounding box surrounding a person whenever a person occurs on
the image. It can be applied simply for knowing the location of
the person, or for presence detection where we would like to know
how many persons there are in the scene. In our scenario, person
detection serves as the front-end of a person recognition pipeline.
In order for the following recognition engine to perform well, the
detector needs to generate as many tight bounding boxes as possi-
ble, while avoiding false detections. A good detector can be cru-
cial for the overall performance of the detection and recognition
system.

However, detecting and recognizing persons in smart home
and smart office is a challenging task. Due to the unconstrained
environment and the long time span, people can have different
pose, wear different clothes, and undergo various lighting condi-
tions and occlusions.

In this section, we investigate person detection and recogni-
tion as a whole system for smart home and smart office environ-
ment in a less constrained setting, where images contain person
that have different pose, viewpoints from multiple days. We pro-
pose the use of head region instead of face or full body for person
detection. We show that we can both reliably detect the person
and extract powerful features that are mostly invariant to time and
help with the recognition stage. To verify our person detection and
recognition system, we collect ground truth annotation of head
bounding boxes and identities for a TV series Modern Family.
With the collected dataset, we investigate a person detection and
recognition system in smart home and smart office environment
and demonstrate its effectiveness.

Training and testing results of head detection
ZF VGG16

Training time (hr) 10 22
Test time (ms) 59 198

mAP (%) 67.6 69.7

Head detection using Faster R-CNN
We propose the use of a less widely explored body part: head

for detection and the following recognition task. By definition,
head can be either frontal view, side view or even back view. In
addition, most part of the head region remains unchanged from
day to day as in the case of face. It also captures some contextual
information like hairstyle, hair color that can help recognizing dif-
ferent people.

To train the head detector, we apply a state-of-the-art object
detection framework Faster R-CNN[7]. Unlike previous detec-
tion framework such as R-CNN[5] and Fast R-CNN[6] that are
composed of three separate stages, i.e. proposal extraction, pro-
posal classification, and bounding box regression, Faster R-CNN
is an end-to-end deep convolutional neural network that combines
all three stages into a single network. The network takes image
as input and predict the class of region proposals. Unlike region
proposals in R-CNN and Fast R-CNN that are generated by tra-
ditional methods such as Selective Search[21], the region propos-
als in Faster R-CNN are generated by a branch out sub-network
called Region Proposal Network (RPN). This sub-network shares
the first few convolutional layers of the main detection network as
described in Fast R-CNN that mostly look at edge and blob-like
low-level features and can thus save a lot of computation. During
training, it jointly minimizes the classification loss of the region
proposals generated by RPN and the distance between the region
proposals with the ground truth bounding box. We refer readers to
the original Faster R-CNN paper [7] for a more detailed descrip-
tion of the algorithm.

The dataset we use to train the head detector is Person in
Photo Albums (PIPA)[19]. All the images are crawled from Flickr
and are annotated with head bounding boxes. Here we use the
ground truth head bounding box annotation to train the head de-
tector.

Table 1 shows the training time, test time, and mean aver-
age precision (mAP) of the head detector using two different pre-
trained network on PIPA. We can see that with a better pre-trained
network, i.e. VGG16, the detection improves by 2.1% over ZF
net.

Person feature representation
As proposed in the section Head detection using Faster R-

CNN, we detect head instead of face or body for the person detec-
tion task. Features in the head region will then be extracted as the
person representation and fed into the recognition system. Recent
progress in deep learning [22, 23, 24, 25] has shown that, the fea-
tures learned from the deep network can be easily transferred to
other applications that are different from the original tasks. This
means that for person recognition, without the need to collect a
large-scale person recognition datasets in smart home and smart
office environment, we can fully utilize available public datasets.
Training on these external datasets can help learn a powerful head
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features that can discriminate between different identities even in
smart home and smart office environment that the model has never
seen.

We use the previously trained head detector to detect head re-
gions for 10,000 identities from a recently published dataset, MS-
Celeb [26], and start training the head model on the head regions.
We adopt the AlexNet architecture proposed in [25]. AlexNet
contains five convolution layers and three fully connected layers.
Each convolution layer is followed by a max-pooling layer and
ReLu layer. The first two fully-connected layers (fc6 and fc7) are
of dimension 4096. Both fc6 and fc7 are followed by a dropout
layer where each neuron is randomly disabled at a fixed proba-
bility in each iteration. The last fully-connected layer along with
its following softmax layer has dimension of 10,000 which is the
same as the number of identities. For the cost function, we use
the cross-entropy loss.

Dataset for Person Detection and Recogni-
tion System

Since there is not a public dataset that quite matches our use
case, it motivates us to collect our own dataset. We purchased
a popular sitcom Modern Family and label the person bounding
boxes and identities for the first three of the 25-minute episodes of
Series 1. The reason for choosing this TV series is that the setting
is highly similar to our use case in smart home and smart office
applications. Modern Family contains mostly scenes in a home
environment where the characters are doing what people would
do in everyday life: cooking, talking with each other, playing and
so forth. The characters are not necessarily looking towards the
camera, which means there is a large variety of head pose. Since
there are multiple episodes, the clothing of the characters and the
lighting conditions change from time to time.

There are ten main characters and a number of other people
in the TV show. The main characters are of different gender, ages
and hairstyle. For all but the main characters, they are treated the
same as a joint class of “unknown” person. As discussed in the
section Person Detection and Recognition, we suggest that head is
the most effective region for person detection in an unconstrained
setting. It is not only more robust to different clothing invari-
ant than human body but also more robust to different pose and
lighting conditions than face detection. Following the hypothesis,
for Episode 1, Episode 2, and Episode 3, we annotated the head
bounding box and the corresponding identity.

To efficiently annotate large amount of videos, we used an
open source annotation tool called Vatic[27]. In Fig. 1, the
annotation interface of Vatic is shown. The videos are divided
into 10-second segments and the annotators work on one segment
each time. The annotators are instructed to draw a bounding box
around the head of a person, be it frontal view, side view, or back
view, and associate it with that person’s identity as long as at least
half of the head is visible. Thanks to the tracking functionality
integrated in Vatic, the annotator only needs to manually annotate
some user-defined key frames in the video segment. The frames
between consecutive key frames can be interpolated by the tool it-
self. When the annotation is finished, the tool samples one frame
out of every 15 frames as the final output, which avoids keeping
too many frames that are highly redundant.

After outputting the annotation results, we apply a simple
blurry image detection algorithm based on overall edge intensity

Figure 1. The annotation interface of Vatic

to the annotated bounding box. Blurry frames as shown in Fig. 2
are mostly due to camera and person movement. Removing these
frames can help reduce ambiguity when training the recognition
system.

Figure 2. Blurry image that needs to be removed

In addition to the four labeled episodes, we also run the
VGG16 head detector trained in the section Head detection using
Faster R-CNN on three more episodes to create a set of unlabeled
frames. This will be used for experiments on semi-supervised
learning. Table 2 shows a summary of the number of annotated
frames for all characters.

Person Detection and Recognition with Fully
Labelled Data

In the section Person Detection and Recognition, we intro-
duce a head detector that can reliably detect the head region of a
person and a CNN model that extract features over the head. In
this section, we discuss how the detector person and features are
used for recognition.

In a standard supervised classification setting, there is a train-
ing set that are fully labelled. The goal is to train a classifier that
fits the training set as good as possible without possibly overfit-
ting the data. The testing set is then used to evaluate the classifier.
Here, we consider the case where the system is given a set of la-
belled images from different identities. The task is to classify the
images in the testing set.

For the training set, we assume that both the bounding box
and the identities are available. The classifier is trained on fully
labelld data. For the testing set, we consider both cases where
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Summary of annotated data statistics

Unknown Alex Cameron Claire Gloria Haley Jay Luke Manny Mitch Phil
Episode 1 316 150 351 365 455 156 503 112 199 400 432
Episode 2 50 18 244 232 196 56 174 18 29 299 239
Episode 3 483 0 456 121 163 0 342 74 168 362 496

the bounding box is available or not. When the bounding box is
available, we simply extract the features using the head model and
test it with the classifier. When the bounding box is not available,
we run our head detector and compute the Intersection over Union
(IoU) between the detected head with the ground truth head to find
out the ground truth identity. If the highest matching IoU is below
a threshold, which we set to 0.4 experimentally, the detection is
considered as a false alarm. Otherwise, the identity corresponding
to the highest matching IoU is assigned to the detected head.

The classifiers we use are Support Vector Machine (SVM)
and Nearest Neighbor (NN). For SVM, we simply use the linear
kernel and the following cost function:

min
w,b

1
2
||w||2 +C∑

i
max

(
1− yi(wTxi +b),0

)
, (1)

where xi is the 4096-dimensional head features and yi is the
ground truth label. For NN, euclidean distance is used as the dis-
tance metric.

Experiment settings
We evaluate the performance of our person detection and

recognition system on the Modern Family dataset that is intro-
duced in the section Dataset for Person Detection and Recogni-
tion System. Episode 2 is used as the testing set, while Episode
1 and Episode 3 are used as the training set. We choose to keep
images from the same episodes in the same train/test subset as
this will prevent images that are highly similar in the scene to ap-
pear across the training and testing set, which may lead to trivial
solution as described in [20] for the PIPA dataset. For classifier
training, we do not explicitly tune any parameters. The models
are directly applied to the test set.

Results
We evaluate the performance of person recognition with

fully labelled data. As described in the section Person Detec-
tion and Recognition with Fully Labelled Data, both cases where
ground truth bounding box is available and not available for the
testing set are considered. For person detection, our detector
achieves precision of 85.8% and recall of 99.87%. The classi-
fication accuracy is shown in Table 3. We can see that since the
recall is very high, there are only a few heads that are missing,
which makes the accuracy with detected bounding box almost as
high as accuracy with ground truth bounding box. Regarding the
two classifiers, nearest neighbor is only around 1.5% lower than
SVM, which means the head features are pretty discriminative.

We also show the two confusion matrices for the two classi-
fiers with detected bounding box to give a little more ideas how
each individual class performs. It can be seen that the confusion
matrix is mostly diagonal. For both NN and SVM, the unknown
class performs the worst. More specifically, unknown class for

The accuracy for the dataset with or without ground truth (GT)
bounding box (bbox) with NN and SVM

NN SVM
Tested with GT bbox 86.43% 87.90%

Tested with detected bbox 86.11% 87.65%
Tested with detected bbox,

evaluated among detected bbox
86.22% 87.77%

SVM is worse than unknown class for nearest neighbor. This is
probably due to the fact that the unknown class is actually a mix-
ture of different persons and is not very homogeneous. A linear
SVM can easily be confused when finding the separation hyper-
plane for such noisy data.

Conclusion
In this paper, we present a person detection and recognition

system that can work in a barely constrained environment. We
propose to use head region instead of face or body as the key
body part for person detection and recognition. A head detector
based on the Faster R-CNN framework is trained and can handle
various pose, viewpoints, and lighting conditions. To extract rich
features around the head region, we train a deep CNN model for
head recognition utilizing large scale external datasets. The de-
tection and recognition pipeline is evaluated on a challenging TV
series dataset and proves to be be effective in a simple supervised
learning scenario.
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