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Abstract
The exploration of text document collections is a complex

and cumbersome task. Clustering techniques can help to group
documents based on their content for the generation of overviews.
However, the underlying clustering workflows comprising prepro-
cessing, feature selection, clustering algorithm selection and pa-
rameterization offer several degrees of freedom. Since no “best”
clustering workflow exists, users have to evaluate clustering re-
sults based on the data and analysis tasks at hand. In our ap-
proach, we present an interactive system for the creation and val-
idation of text clustering workflows with the goal to explore doc-
ument collections. The system allows users to control every step
of the text clustering workflow. First, users are supported in the
feature selection process via feature selection metrics-based fea-
ture ranking and linguistic filtering (e.g., part-of-speech filtering).
Second, users can choose between different clustering methods
and their parameterizations. Third, the clustering results can be
explored based on the cluster content (documents and relevant
feature terms), and cluster quality measures. Fourth, the results
of different clusterings can be compared, and frequent document
subsets in clusters can be identified. We validate the usefulness
of the system with a usage scenario describing how users can ex-
plore document collections in a visual and interactive way.

Introduction
The volume of digitally available textual data is continuously

increasing. Examples for document collections include newspa-
per articles, scientific papers, technical reports, patents, legisla-
tive documents or social media entries like tweets, blog posts
or customer reviews. These documents are highly relevant for
many types of stakeholders like journalists, researchers, political
decision makers, and online-shop customers. Methods from in-
formation retrieval are the means of choice, if stakeholders can
specify their information need precisely, e.g., by formulating a
search query. However, these fact retrieval or known-item search
techniques often become ineffective, if document collections are
large, complex, or unknown. In such scenarios, the goal to gain
an overview of the document collection can be achieved via the
exploration of structural information within the collection.

The mechanisms needed to enable the exploration of doc-
ument collections strongly differ from classical search methods
[39]. Among others, data aggregation methods support the gen-
eration of content-based overviews, by condensing large numbers
of documents into a small set of representatives. One of the most
prominent classes of aggregation methods is data clustering with
its plethora of techniques and its ability to solve various real-
world problems. However, analysis approaches based on clus-

tering are confronted with a variety of challenges.
First, clustering algorithms require numerical feature vectors

as input, they cannot process unstructured text documents. The
definition of an appropriate feature vector representing text docu-
ments is a non-trivial task. As a common practice in text analysis,
a feature represents a term that occurs in a document and the fea-
ture value describes the relevance of the term to the document (cf.
vector space model). Using the entire vocabulary of the document
collection would result in large feature vectors that are sensitive to
noise and inefficient to process. Thus, the size of the feature vec-
tor needs to be reduced by selecting a content-preserving feature
subset as representatives of the documents. The effective selection
of relevant features can be supported by several metrics. However,
different metrics may produce different feature rankings. More-
over, the definition of appropriate thresholds for selecting or des-
electing features is challenging.

A second challenge is the choice of an suitable clustering al-
gorithm. Different clustering algorithms produce different group-
ings of objects owed to the fact that they are designed for different
problems. Additionally, the results depend on the parameteriza-
tion of the clustering algorithm. Multiple cluster quality measures
exist that allow to quantify the internal quality of a clustering re-
sult (e.g. compactness and separation of clusters). However, these
measures focus and different characteristics and some of them
may even contradict each other. Since, there is no ground truth to
measure against, a “best” clustering method does not exist [18]. It
is up to the user to evaluate the quality of a clustering depending
on the document collection and the analytical task at hand.

This leads to the third core challenge, the comparison of dif-
ferent clustering results. Since no best clustering method exists,
users need to be supported in the choice of the most appropriate
among several clustering results. Comparing the clustering re-
sults based on internal quality metrics is reasonable. However,
the comparison of document-cluster affiliations of several cluster-
ing results is a non-trivial task, since the analysts are confronted
with interesting document subsets distributed over different clus-
ters over different clusterings.

The rationale of this research approach is to formalize the de-
sign space for text document clustering processes. The resulting
framework builds the basis for the design of text clustering work-
flows to be applied on document collections in strong accordance
to the involved users, data, and tasks. In particular, we aim at
enabling analysts without prior knowledge on text analysis to cre-
ate analytical document clustering workflows. Visualization and
interaction techniques from information visualization and visual
analytics have proven to ease the access to complex data spaces
and analytical models, respectively. Visual comparison and guid-
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ance concepts can be applied to make meaningful decisions in the
choice of algorithms and parameters. The contributions of our
approach are as follows:

1. Feature selection: we present a visual interface for the se-
lection of textual features (terms) from a document collec-
tion with the goal to reduce the size of the feature space.
Ranking based on the feature selection metrics, and filtering
based on the feature types support the users during the selec-
tion process. Intermediate feedback is provided to the users
by directly displaying selected and deselected features.

2. Cluster analysis: we present a visual interface for the anal-
ysis of document clustering results. The clustering can be
analyzed based on the cluster contents and cluster quality
measures. The content-based perspective is defined by the
documents assigned to a cluster and the prevalent features
and terms in a cluster. In addition, cluster quality measures
support the user in evaluating the cluster’s compactness and
separation.

3. Cluster comparison: we present a visual interface for the
comparison of clustering results. A content-based and
quality-metrics-based perspective is provided. Users can
identify intersecting subsets that appear throughout several
clusterings and inspect the documents and terms contained
in theses subsets. Additionally, the cluster quality measures
of different clusterings can be compared and the F-measures
of the clusterings to a manually defined reference clustering
can be inspected.

Related Work
We review visual analytics and information visualization ap-

proaches related to document clustering. First, we discuss visual
and interactive approaches that support the feature selection pro-
cess, mostly executed prior to clustering. Second, we review visu-
alization systems that apply clustering or other aggregation tech-
niques to derive structural information from document collections
to generate overviews. Third, we provide a short summary on
related work about the comparison of clustering results. And fi-
nally, we review uncertainty visualization techniques that raise the
users’ awareness of projection errors.

Feature Selection. Several approaches exist, that address
the visual and interactive selection of features. Examples are the
work by Guo [15], SmartStripes [28], INFUSE [21], or the Rank-
by-Feature framework [36]. We share the idea of defining ranking
criteria to enable the reduction of the multi-dimensional feature
space. However, these systems differ from our approach, since
all of them work on numerical data, while we are focusing on
textual features. Most textual features selection approaches only
allow users to define thresholds for the feature selection metrics.
Features with values beyond these thresholds are excluded from
further analysis steps in the clustering workflow (e.g. [8]). Other
text clustering approaches use the entire feature space without ap-
plying any feature selection mechanism. To the best of our knowl-
edge, no system exists that allows user to visually select textual
features.

Document Collection Overviews. Several approaches from
the field of visual analytics target the exploration and/or analysis
of document collections. Some approaches use meta-information
like author, publication year, citations, etc. to group documents.

Examples include SurVis [4], CiteRivers [16], PolicyLine [33]
and an approach by Oelke et al. [29]. We do not use any meta-
information except the document title (if available) but focus on
the data content. A class of content-based approaches use a vec-
tor space model (consisting of feature term weights) to represent
documents. From these vectors, topic models can be extracted
in order to structure the document collection. Among others, La-
tent Dirichlet Allocation (LDA) is a prominent topic modeling ap-
proach [5]. Each document is represented by a mixture of topics.
The topics are represented by a weighted set of terms. Exam-
ples of interactive visualization systems that apply LDA to pro-
vide overviews of document collections are ParallelTopics [11],
TIARA [38], and TextFlow [10]. All of these approaches are
limited to one single clustering algorithm. The experimentation
with different clustering techniques and the comparison of dif-
fering results is not provided. Moreover, none of the approaches
support the visual and interactive refinement of workflow steps,
which was one of the goals of our system.

The iVisClustering approach [22] and the UTOPIAN system
[7] allow the refinement of topic models via user interaction and
visual feedback. In addition, both approaches project documents
to the display space. Cluster affiliations are represented by cate-
gorical color maps, and weighted topic keywords can be adjusted
by the user. While iVisClustering incorporates an enhanced LDA
model, the UTOPIAN system introduces an alternative approach
for the interactive refinement of topic models, non-negative ma-
trix factorization. Although both approaches support the interac-
tive refinement of the underlying models, they are restricted to
only one model. They do not address the comparison of results
coming from different models.

We highlight two approaches that provide content-based
overviews of document collections via clustering: IN-SPIRE [40],
and Overview [6]. IN-SPIRE generates thematic document land-
scapes by combining document clustering, projection, and key-
word extraction. The Overview system organizes document col-
lections in a tree structure based on the results of a hierarchical
clustering. While IN-SPIRE has limited interaction and refine-
ment capabilities, the Overview system allows users to document
findings by manual tagging. However, both systems rely on a sin-
gle clustering method, the comparison of clustering results is not
addressed.

The Jigsaw visual analytics system supports the exploration
of a document collection by extracting entities in documents and
analyzing their co-occurrences [13]. In addition, document clus-
tering and document summarization techniques are incorporated.
However, the approach differs from ours since it neither addresses
the feature selection process nor the comparison of different clus-
tering algorithms.

Visual Cluster Comparison. Our work is related to tech-
niques supporting the visual comparison of multiple clustering
results. In our approach, we selected the parallel set visualization
to compare document affiliations to clusters from different clus-
tering results [20]. Further visualization techniques that support
the comparison of sets are presented in a survey by Alsallakh et al.
[2]. The clustering comparison component in our approach is also
inspired by XCluSim, a visual analytics tool applied in the area of
bioinformatics [26]. The tool allows the comparison of cluster-
ing results coming from different clustering algorithms. It uses an
enhanced parallel sets visualization that incorporates a tree color
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map to allow the identification of related clusters coming from
different clustering results. The clusters are colored according to
their similarity. Documents are depicted via gray bands between
the clusters. Since the main target in our clustering comparison is
to identify stable subsets, we follow the parallel set visualization
approach (see above).

The paper most related to our work was presented by Choo
et al. [8]. It introduces an interactive visual testbed system that
allows the definition of dimension reduction and clustering work-
flows. While the paper primarily focus on the integration of differ-
ent data types, our system targets textual data. We provide content
overviews, summarizing most relevant features in clusters, and
cluster subsets. In addition, we also support users in the feature
selection phase.

Uncertainty Visualization. Finally, we draw a connection
to uncertainty visualization. In our approach documents are pro-
jected on the display space and represented as circles to analyze
their similarities. In a recent publication by Sacha et al. the role of
uncertainty, awareness, and trust in visual analytics is discussed
[34]. A comprehensive overview about visualizing geospatial un-
certainty is provided by MacEachren et al. [27]. The work sum-
marizes sources of uncertainty and possible techniques for visual-
izing them. Among others, saturation can be used to depict the un-
certainty of objects. This technique is also called pseudo-coloring
in a survey about depicting uncertainty in scientific visualization
approaches by Pang et al. [31]. We adopt this concept to represent
projection errors using a sequential colormap.

Design Considerations
In our approach, we introduce a visual interface for the cre-

ation of text clustering workflows with the goal to structure and
explore document collections. The targeted user group are data
analysts. The approach aims at opening up the design space for
text clustering workflows, and making them accessible for data
analysts. The resulting system should also be applied by users
without a specific expertise in data mining, NLP, or statistics.
However, prior knowledge about the applied methods is benefi-
cial for the selection of algorithms and the interpretation of re-
sults. In a realistic scenario a data analyst will use the system
to design an optimal text clustering workflow for a stakeholder
with a specific interest in a text document collection. The result-
ing clustering workflows should answer several questions, that the
stakeholder might have specified prior to the design. Examples
include: What is the collection about? Which groups of docu-
ments emerge? What are the groups about? Are there alternative
groupings? How do these groupings differ? Which documents
are similar? Why are the documents similar? What is a document
about? Keeping these questions in mind, we defined some con-
crete requirements that should be considered during the design of
a visual text clustering system.

First, the desired clustering workflow should heavily rely on
the underlying data and task. Therefore, users have to get access
to the entire clustering workflow. That way, domain knowledge
can be incorporated into the analysis process. Workflow steps
include text preprocessing, feature selection, clustering specifi-
cation, analysis of a single clustering result, and comparison of
multiple clustering results.

Second, since there is no “best” clustering workflow, users
should analyze the quality of a clustering result, depending on

the underlying data and task at hand. The quality assessment can
be supported in two ways: (i) by providing the user overviews
on the clusters’ content (showing prevalent documents and fea-
tures/terms), and (ii) by incorporating cluster quality measures in
the overviews.

Third, users should be enabled to compare several clustering
results. This requirement is of key importance to allow the user
to decide upon the most appropriate clustering result for the task
and data at hand. Similar to the analysis of a single clustering re-
sult, the comparison of several clustering results should be based
on (i) the cluster content and (ii) the cluster quality measures. To
simplify the comparison, the users should be supported in identi-
fying subsets of documents that are constantly grouped together
in a cluster across many clustering workflows.

Fourth, to allow the iterative refinement and comparison of
clustering results, intermediate results in the workflow should be
stored and made accessible for the user in a history. This allows
to recall and/or refine previous results for comparisons and/or
improvements, respectively. The benefits and purposes for data
provenance have been presented recently by Ragan et al. [32].

The design considerations can be summarized as follows:

DC1 Access: each workflow step needs to be made accessible to
the user. The parameterization of workflow steps should be
controlled by the user. Interim results of each workflow step
should be presented.

DC2 Analysis: quality of a clustering result should be evaluated
by the user. The cluster assignment of documents, the preva-
lence of feature terms, and the cluster quality documented
by cluster measures should help users in their judgment

DC3 Comparison: users should be able to compare different clus-
tering results based on the resulting clusters, and the respec-
tive quality measures

DC4 History: to enable an iterative workflow, intermediate anal-
ysis results should be stored in a workflow history.

Text Analysis & Clustering Methods
For the realization of our approach, we incorporated tech-

niques from the field of data mining, natural language processing
(NLP), and statistics. An overview of the applied techniques is
given in Table 1.

We use a vector space model, representing each document
with a weight vector [24]. The dimensions in the vector represent
unique terms (features), the weights are calculated based on the
term frequency-inverse document frequency (tf-idf) in the under-
lying document. The resulting vectors are used in the text cluster-
ing workflow, e.g., to calculate the similarity between documents.

Preprocessing. To generate the vector space model for a
document collection the originally unstructured texts is prepro-
cessed. Preprocessing includes (a) optional stop word removal,
(b) optional punctuation removal, (c) optional stemming, (d) the
extraction of single terms, 2-grams, and 3-grams, (e) part-of-
speech tagging (POS), and (f) named entity recognition.

Feature selection. Since the vector space model contains
the entire vocabulary of the document collection, the resulting
feature vector might be very large. Therefore, feature selection
is applied to reduce the dimensionality of the model. The fea-
tures are ranked based on feature selection metrics to support the
user in the selection. We included three commonly applied met-
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feature selection clustering specification cluster representation document projection
feature selection metrics: clustering methods: content-based cluster projection method:
document frequency (df) k-means++ representation: MDS
term frequency-inverse hierarchical clustering document affiliation Sammon mapping
document frequency (tf-idf) power iteration clustering most frequent (tf) or correlated (χ2) projection error:
term contribution (tc) bisecting k-means cluster terms and features neighborhood preservation
feature type-filters: feature type-filters: trustworthiness
Part-Of-Speech (POS) tagging POS, named entities
named-entity recognition cluster quality measures:
token, 2-gram, 3-gram extraction compactness, separation

Dunn & Davies-Bouldin index

Table 1. Integrated methods and metrics: NLP, clustering, and projection methods are incorporated in the text clustering workflow. Additional feature
selection, cluster quality, and projection error metrics support the user in the creation and validation of the workflow.

rics: term frequency-inverse document frequency (tf-idf), docu-
ment frequency (df), and term contribution (tc) [25]. In addition to
the ranking, filters can be applied on the features. In our approach,
we incorporated (a) POS filtering, (b) named entity filtering, and
(c) token, 2-gram, and 3-gram filtering based on respective ex-
traction techniques. After the feature selection step, a document
is represented by the reduced feature vector with weights defined
by the tf-idf.

Clustering. Clustering algorithms require the definition
of document similarity. We apply the cosine distance between
the documents’ feature vectors. We incorporated four clustering
methods which are often applied for clustering documents: k-
means++ [3], hierarchical clustering, bisecting k-means [37], and
power iteration clustering (PIC) [23]. For the evaluation of the
clustering results, we apply four cluster quality measures: com-
pactness, separation, Dunn- and Davies-Bouldin-index [17].

Feature extraction. To represent the content of a cluster we
extract the most relevant and the most frequent cluster terms (or
features). The cluster-wide term frequency (tf) is applied to ex-
tract the most frequent terms in a cluster. However, terms that
are frequent in several clusters are not discriminative. Therefore,
we include a second measure to extract terms that highly correlate
with a cluster, the χ2 statistics. To ensure that terms are extracted
that occur in the cluster, we only take the positively correlated
terms into account. The two measures (tf and χ2) can be applied
on both the reduced feature space (derived from the feature selec-
tion step), and the full document vocabulary.

Projection. Finally, we incorporated two projection and lay-
out techniques to provide a visual overview of the documents
space: multi-dimensional scaling (MDS) [9] and Sammon Map-
ping [35]. Due to the curse of dimensionality, the projection error
might induce a misinterpretation of the vector space similarities
between documents. To make the users aware of these effects, we
included two measures representing the projection error: trust-
worthiness and neighborhood preservation [19].

Visualization System
Our visualization system supports the creation and valida-

tion of text clustering workflows to explore document collections.
The system was designed based on the requirements presented
in the previous sections. The standard text clustering workflow
comprising the stages preprocessing, feature selection, clustering
method selection and parameterization, and cluster analysis was
expanded by an additional stage, which allows users to compare

several clustering results (see Figure 1). In our approach, the text
clustering workflow is grouped into three stages of which each
is presented in a separate view: the Feature Selection View, the
Cluster Analysis View, and the Clustering Comparison View. De-
tails about these interfaces will be provided in the following sec-
tions.

Figure 1. Text clustering workflow: the standard workflow comprising pre-

processing, feature selection, clustering selection, and cluster analysis is

expanded by the clustering comparison step. The complete workflow is cov-

ered by three views: the Feature Selection View, Cluster Analysis view, and

Clustering Comparison View.

Feature Selection View
The Feature Selection View (see Figure 2) supports the user

in the visual selection of features (DC1). To prepare the feature
selection, preprocessing on the original documents needs to be
executed. Therefore, the user has to generate a new workflow
in the workflow generation panel. Users can choose whether the
preprocessing should include stop word removal, punctuation re-
moval, and stemming. After the preprocessing the new workflow
is shown in the history panel (see an example in Figure 3 (bot-
tom right)). Here, each workflow is represented by a quadruplet:
the workflow ID, the latest workflow step that was successfully
executed in this workflow, a copy button that allows users to du-
plicate existing processes, and the delete button to remove a work-
flow from the history. The history panel is shown in each view,
and allows users to switch between different workflows. More-
over, it allows users to define several workflows with differing
parameterizations, which can be compared in the Cluster Compar-
ison View (DC4). In the feature selection metrics panel range bar
charts represent the feature metrics extracted in the preprocessing
step. Three metrics are incorporated: document frequency (df),
term frequency-inverse document frequency (tf-idf; here, the tf
in the entire document collection is used), and term contribution
(tc). To enable the visualization of large vocabularies, the fea-
tures are grouped into buckets and mapped on the vertical axis.

IS&T International Symposium on Electronic Imaging 2017
Visualization and Data Analysis 2017 49



Figure 2. Feature Selection View: Workflow generation panel (top right): preprocessing is executed to generate a new workflow; optional preprocessing

steps include stop word removal, punctuation removal, and stemming. Feature selection metrics panel (top): three metrics are shown (df, tf-idf, tc), features

are grouped into buckets on the vertical axis, for each bucket the value range of the underlying features is shown on the horizontal axis; users can adjust bucket

size and sorting of features (each chart sorted individually, or all charts sorted based on single metric); intersection or union of selected features can be applied.

Feature panel (bottom): shows samples of selected and not selected features. Filter panel (middle right): user can filter features based on length (token,

2-gram, 3-gram), named entity types, or parts-of-speech.

The number of buckets (resolution) can be selected by the user.
Each bar represents a bucket by depicting the value range of the
feature selection metric on the horizontal axis, from the minimal
to the maximal feature value in the bucket. The features on the
horizontal axis can be sorted individually, or based on one of the
feature selection metrics. Users can select buckets in the chart
via a rectangular rubber-band. Intermediate feedback is provided
to the user by showing samples of the selected and (unselected)
features in the feature panel below the respective chart (DC1).
Users may select features from any of the three charts, and decide
whether the actual feature subset is defined as a union or intersec-
tion. The resulting feature space is shown in the feature panel,
represented by “selected” and “not selected” features (DC1). The
filter panel (below the workflow generation panel) allows users to
apply additional filters on the features. The filtering of tokens, 2-
grams, 3-grams, named entities (e.g. locations, persons, etc.), and
parts-of-speech (e.g. nouns, adjectives, punctuations, etc.) are
supported. The selected features are used for the representation
of documents, and the calculation of document similarities in the
subsequent workflow steps.

Cluster Analysis View
In the Cluster Analysis View (see Figure 3), users can define

and validate a clustering based on the feature representation se-
lected in the previous view (DC2). The view is divided into three
panels. The clustering specification panel allows users to select
one of four clustering methods and set its parameterization. After
the clustering is executed, the clustering results are shown in the
cluster panel and the document projection panel. In the cluster

panel the clusters are represented by distinct colors from a cate-
gorical color map. The user has several options to explore the con-
tent of a cluster by showing (a) the documents in the cluster, (b)
the most frequent terms or features in the cluster (tf) (again POS
and named entity filters can be applied), (c) the terms or features
most correlated to the cluster (χ2), and (d) the cluster quality, rep-
resented by the compactness and separation of the cluster. Users
can switch between these options on top of the cluster panel. The
overall quality of the clustering can be derived from the average
compactness and separation, and the overall Dunn and Davies-
Bouldin indexes shown in the clustering statistics panel. To help
the user to examine the clustering result with respect to the simi-
larity of documents, we incorporated an additional visualization.
The document projection panel in the middle of the Cluster Anal-
ysis View shows documents represented as circles projected onto
a 2D plane. The projection is derived by executing an MDS on
the document’s feature vectors. The colors of the dots reflect the
cluster affiliation. The projection attempts to minimize the error
between the feature vector distances and the Euclidean distances
in the 2D panel. Therefore, similar documents are shown close
to each other in the visualization. Due to the reduction of a high-
dimensional vector to a 2D vector a projection error is introduced
to the visualization. Neighborhood preservation and trustworthi-
ness measures shown at the top of the document projection panel
make the users aware of this fact. By selecting one of the mea-
sures, the individual scores are mapped on the color of the doc-
ument dots via a sequential grayscale color map. The document
projection panel and the cluster panel are linked, documents high-
lighted or selected in one view, are also highlighted in the other
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Figure 3. Cluster Analysis View: Clustering specification panel (right): clustering algorithm and parameters can be defined. Clustering statistics panel
(top): cluster quality measures, computation time, and number of documents and clusters are shown; two bar charts show the separation, and compactness

per cluster. Document projection panel (bottom): documents are projected on display space based on selected projection method; colors represent cluster

affiliation; trustworthiness and neighborhood preservation values are shown. Cluster panel (left): clusters can be represented by affiliated documents, by most

frequent (or most correlated) terms, or by most frequent (or most correlated) features; POS- and named entity-filters can be applied on terms and features.

Document and term highlighting supports the comparison of clusters. Here, blue and orange clusters are highlighted, most correlated features are shown.

view. In Figure 3, the “blue” and the “orange” clusters are se-
lected. The respective document dots are highlighted in the docu-
ment projection panel. Moreover, feature terms that occur in both
clusters are highlighted. The Cluster Analysis View allows user
to evaluate the quality of the clustering result from two perspec-
tives, with respect to the clusters’ content and based on the shown
cluster quality measures (DC2).

As an additional method to evaluate the quality of a cluster-
ing result, users can manually group documents into clusters. An
example is given in on the left side of Figure 4. Here, all doc-
uments on “sports” are grouped into Cluster 0. The remaining
documents are grouped into an “unassigned” cluster. Users can
add further clusters by clicking on the plus button, and add doc-
uments to these clusters. The manual document grouping (“my
grouping” tab) is used as a ground truth representing the mental
model of a user. The quality of a clustering can also be evaluated
by measuring how adequate the clustering represents the manual
grouping of the user. Therefore, an F-measure is calculated and
presented in the Clustering Comparison View, discussed in the
following section.

Clustering Comparison View
Finally, the Clustering Comparison View (see Figure 4 and

Figure 6) allows the user to compare several clustering results
generated by different clustering workflows (DC3). In Figure
4 the clustering workflow results are compared to the reference

clustering, in Figure 6 only the clustering workflow results are
shown. The view is divided into three panels. In the workflow
statistics panel, users can compare the quantitative cluster qual-
ity scores of different clustering results. Six bar charts show (i)
the the F-measure between the respective clustering and the user-
defined “my grouping”, (ii) the computation time, (iii) the aver-
age compactness, (iv) the average separation, (v) the Dunn index,
and (vi) the Davies Bouldin index of the different clustering re-
sults. The workflow comparison panel in the middle of the view
shows a parallel sets visualization [20] that allows users to ana-
lyze document-cluster affiliations over several clusterings. In the
visualization, each row represents a clustering. The rows are di-
vided into sections of differing lengths, representing the clusters
and their respective sizes (number of associated documents). The
order of the clusterings can be adapted via drag-and-drop. The
clusters of different clusterings are connected via colored bands.
The colors of the bands are defined by the clusters of the workflow
shown on top of the view (in Figure 6, workflow 1). The colored
bands between two rows represent a subset of documents that ap-
pear in both clusterings in a single cluster. This helps the user
to see overlapping sub-clusters coming from different clusterings.
The analysis of stable document subsets that appear in one single
cluster in each clustering is supported. Details about these sub-
sets are shown in the cluster intersection panel. Subsets can be
selected by clicking on the respective band. The user can choose
whether the documents or the most frequent (or correlated) terms
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Figure 4. Clustering Comparison View: Workflow statistics panel (right): F-measure (if reference clustering is available), computation time, average

separation, average compactness, Dunn and Davies-Bouldin indexes of different clusterings can be compared. Cluster statistics panel (top): clustering

statistics of workflow on top of cluster comparison panel are shown. Workflow comparison panel (middle): clustering results (rows) are separated into clusters

according to underlying document counts; order of clusterings can be adapted via drag-and-drop; color of bands represent clusters of clustering on top; band

width represents number of documents in band. Cluster intersection panel (left): shows documents within a band selected in the cluster comparison panel;

alternatively, most frequent or correlated terms can be shown. History panel (bottom right): created workflows are represented by ID, latest workflow step, copy

and delete buttons; current workflow is highlighted, via the check boxes users can select workflows to be compared.

in this document subset are shown.

Discussion on Design Decisions
In the previous section, we described our visual interactive

system including visualization techniques to support the explo-
ration of document collections. In this section, we want to briefly
discuss the design decisions and chosen visualization techniques.
In the Feature Selection View, we needed visualization techniques
to (a) show the quantitative feature selection metrics, and (b) the
resulting features. We chose a range bar chart and a word list to
address these issues, respectively.

Range bar chart (to visualize feature selection metrics):
The purpose of the feature selection is to reduce the dimension-
ality of the vector space model while retaining the quality of the
representation. Feature selection metrics can support users in re-
moving non-informative features from the feature space. A vi-
sualization technique for the visualization of features selection
metrics needs to fulfill the following requirements: (a) features
should be sortable based on their feature selection metrics, (b)
features should easily be selected or deselected, (c) the visualiza-
tion should be scalable, since the vocabulary of the entire docu-
ment collection needs to be represented, (d) the combination of
different metrics should be supported. A simple sortable table
that shows the features and their metrics is not scalable due to

the high dimensionality of the vocabulary. Still, we want to keep
the metaphor of a list. Hence, an aggregation of the features is
needed. We aggregate the features into buckets of equal size. To
visualize the scores, we decided to show the user the range (min-
max) of the prevalent features selection metrics within a bucket.
We also discussed alternative representations like box plots, or dot
plots. However, for box plots and dot plots overplotting becomes
an issue if the user increases the resolution to a large numbers
of buckets. Dot plots with only one dot representing the aver-
age score in a bucket are a further alternative. However, if the
resolution is high, it is difficult to spot them in the chart. More-
over, outliers are not covered by the average. For example, users
cannot grasp the minimal score within a bucket, which could be
important for defining score thresholds. We also discussed alter-
native aggregation methods. For example, by grouping features
based on their feature selection metrics, histograms of the met-
rics’ distributions could be shown. However, this would impede
users to estimate the ratio of selected features, while our aggrega-
tion method explicitly shows the proportions on the vertical axis.
Moreover, our aggregation method allows the combination of fea-
ture selection metrics, e.g., by sorting a metrics chart based on
another metric. Other aggregation methods would not allow com-
parisons due to varying bucket sizes. The results of the feature
selection in the range bar charts are presented in the word list.
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Word list (to visualize features/terms): In several views, we
needed a visualization technique to represent relevant features or
terms: selected and not selected features in the Feature Selection
View; most frequent terms and most correlated features in the
Cluster Analysis View, and named entities within cluster inter-
sections in the Cluster Comparison View. We needed a compact
representation, since the available space in the view was limited.
Moreover, the most relevant terms should be identified quickly.
Although, word clouds are a popular tool to visualize text, re-
search has shown that simple tables are the better choice for iden-
tifying (a) the presence or absence of terms, and (b) most and
least relevant terms (e.g., [30]). Due to the matter of space, we
attempt to combine the benefits of both tables and word clouds.
Therefore, we sort the terms based on their relevance, and show
all terms with the same size to keep the structure of a list, but dis-
play them like a space-filling word cloud to reduce white space.

Bar chart (to visualize cluster quality metrics): In the
Cluster Analysis View and the Clustering Comparison View, we
needed a visualization technique to compare the cluster quality
scores of different clusters and clusterings. Research has proven
that bar charts are most appropriate for the comparison of quanti-
tative data (e.g. [12]).

Scatterplot projection (to visualize similarity and clus-
ter affiliation of documents): In the Cluster Analysis View, we
needed a visualization that intuitively represents the similarity and
the cluster affiliation of documents. For this purpose, a similarity
matrix or a projection-based scatterplot visualization are appro-
priate choices. We decided to apply a projection-based scatterplot
that shows the similarity between documents by their spatial dis-
tance, and the cluster affiliation via a color coding. While the
precision of a matrix visualization is higher, a projection-based
scatterplot offers a global perspective on the distances. Patterns
in a matrix visualization are more difficult to interpret. In a pro-
jection view, the user can directly inspect the similarity between
documents via the spatial distance. Moreover, it is easier to spot
outliers in a cluster.

Parallel sets visualization (to visualize document intersec-
tions between clusters from different clusterings): Finally, for
comparing different clusterings, we needed a visualization that
was capable of showing stable cluster subsets that always ap-
pear in the same cluster, independently of the chosen clustering
method. Related research can be found in the visualization and
comparison of sets. A comprehensive overview of set visualiza-
tion techniques has been recently published [2]. Out of the pro-
posed techniques, we selected the parallel sets visualization, in-
troduced by Kosara et al. [20], since it fits best to our purpose and
is still easy to comprehend. We also discussed the alternative of
a heatmap matrix representing clusters of one clustering as rows,
and clusters of a second clustering as columns. The cells could
represent the number of documents in the intersection via a color
map [1]. However, this view would only be suitable for comparing
two clusterings. Finally, as discussed in the related work section
Lyi et al. present an enhanced parallel sets visualization coloring
the clusters across all clusterings and depicting stable subsets via
edges between the clusterings [26]. However, we prefer to color
the bands instead of the rows in order to better comprehend where
specific cluster subsets can be found in the different clusterings.

Usage Scenario
In the following, we demonstrate the usefulness of our vi-

sualization system with a real-world dataset. The BBC dataset
containing news articles in five topics from 2004-2005 serves as
a testcase [14]. We selected a random sample of 150 documents
(30 per topic) from the collection. The topic labels are business,
entertainment, politics, sport, and tech. Each document title con-
sist of the underlying topic label and a document ID (e.g., tech22).
Our system only uses the document content for clustering. In this
usage scenario, the document titles and labels will help us to val-
idate the clustering results. In an unlabeled dataset, the user will
use his previous knowledge to assess the topics of the documents
via their titles or content.

We will structure our analysis process as follows. First, we
will select a small subset of the features extracted from the doc-
ument collection in the preprocessing step. Second, we will run
several clustering algorithms on the resulting feature space and
analyze the derived clusterings in the document projection panel,
observing whether similar documents are associated to the same
cluster. We will choose the most promising clustering result and
analyze the clusters via most frequent cluster terms and docu-
ments in the clusters. Third, we will compare the performance
of our feature vector with alternative feature vectors. Therefore,
the respective clustering results will be compared based on their
internal cluster quality, and towards a manually defined reference
clustering. The usage scenario just illustrates one possible way to
use the presented system. The order of the analysis steps might
be adapted and the process may have more or less iterations.

Feature Selection. As a first step in our usage scenario, we
create a new workflow in the Feature Selection View as shown
in Figure 2. We keep the preprocessing routines stemming, stop
word removal, and punctuation removal activated, since they al-
ready help to decrease the feature space. To further reduce the size
of the feature vector, we only use nouns as features by applying
a part-of-speech filter on the features. The resulting feature qual-
ity metrics are shown in Figure 2. Instead of sorting all metric
charts individually, we sort them based on the features’ document
frequencies (df). It can be seen that the document frequency and
the term contribution charts show similar shapes. Still, the upper
bucket in the term contribution chart also contains small values (as
in the tf-idf chart). To focus on features with high scores through-
out all metrics, we select the upper buckets in the tf-idf chart ex-
cluding the top bucket that also contains low scores. Here, the
combination of metrics helps to remove features with low scores
from the feature vector. The selection results in 238 selected fea-
tures which is less than 10% of the total vocabulary with 2482
features. We will evaluate in a later analysis step whether this rel-
atively small feature vector sufficiently represents the document
collection. In the feature panel, we can get a first notion about
the content of the dataset. Features ranked highest are “profit”,
“revenue”, “advertisement”, “analyst”, “custom”, which gives us
the notion of a business dataset. However, it is difficult to esti-
mate the coverage of a document collection by looking at a small
excerpt of the vocabulary. To get a better overview of the dataset
by grouping documents with similar content, we proceed to the
cluster analysis step.

Cluster Analysis. We switch to the Cluster Analysis View
(Figure 3), and execute several clustering algorithms, since we
cannot say yet, which clustering algorithm will perform well with
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Figure 5. Cluster Analysis View: in the cluster panel (left), the documents per cluster are represented by their title (in this dataset a combination of genre

and an ID). In the document projection panel, documents horizontally separated from the others have been selected. These document are highlighted in the

document projection panel (right) and the cluster panel (left). All selected documents are about sports. The “orange” cluster only contains documents on sport.

The “blue” is a mixture of topics. The other clusters do not contain documents on sports.

the selected features. In the clustering statistics panel and in the
document projection panel, we can assess the separation and com-
pactness of the resulting clusters. In this specific scenario, we pre-
fer the clustering results achieved with the power iteration clus-
tering, as shown in Figure 3. In the document projection panel
the five clusters are depicted via five colors. The orange cluster
seems to be well separated from the other clusters. Only a few
“blue” documents are close to the “orange” documents. In the
cluster panel, we inspect the most relevant features per cluster
(derived from the χ2 measure). By selecting the orange and the
blue cluster, the underlying documents are highlighted in the doc-
ument projection panel. The relevant features shared by both clus-
ters are highlighted in the cluster panel. The orange and the blue
cluster have several features in common. Relevant feature terms
include “gold”, “medal”, “200m”, and “coach”. Further features
occurring in the orange cluster are “champion”, “race”, and “con-
test”. Without knowing anything about the dataset in advance,
this gives us the notion that the orange cluster mainly contains
documents about “sports”. The “blue” cluster contains sportive
terms, too, but also terms like from arts and entertainment like
“award”, “actor”, “author”, and “tv”. From this, we learn that the
blue cluster represents more than one theme. The “green” clus-
ter contains political and business terms like “program”, “leader”,
“chairman”, “tax”, “law”. The “red” cluster contains a mixture of
terms like “network”, “model”, “worker”, “artist”, “music”, while
the “purple” cluster includes several business terms like “growth”,

“economist”,“oil”, “market”, “bank”. We conclude that the or-
ange and the purple clusters provide coherent topics, while the
other clusters contain a mixture of themes. This can also be vali-
dated by looking at the separation scores of the respective clusters
in the clustering statistics panel.

As a next step, to confirm our analysis results, we want to
inspect the documents per cluster. Therefore, we switch from fea-
tures to documents in the cluster panel (see Figure 5). All doc-
uments contained in the clusters are shown represented by their
titles (in this scenario including topic labels). Our analysis re-
sults presented in the previous paragraph can be confirmed. The
“orange” cluster only contains documents about sports. The pur-
ple cluster mainly contains documents about business. The blue
cluster contains a mixture of sports and entertainment documents.

To further experiment with the dataset, we want to create a
“sports” cluster that can be used as a ground truth for alternative
clustering workflows. We use the interface depicted in Figure 4 to
create a manual grouping with all sports documents in one group
and the remaining documents in another group.

Clustering Comparison. Finally, we want to compare the
performance of our selected vector space model (cf. Figure 2)
with alternative models. Therefore, we create additional work-
flows by selecting different feature subsets in the Feature Selec-
tion View. Table 2 shows an overview of the selected features. In
addition to the initial vector space model (workflow 1), we created
alternative models using all nouns (2), all single token features
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Figure 6. Clustering Comparison View: The results of four different cluster-

ing workflows based on four vector space models are shown. The clustering

results have several overlappings in the different clusters. We can assume

that the clusterings are already rather stable. The documents contained in

the first two orange and the first blue cluster bands can be inspected in Fig-

ures 7, 8, and 9. All of them only include documents about “sports”.

(3), and an intersection of the noun features with the best values
per feature selection metric (4).

For all of these vector space models we run a power iteration
clustering with five clusters, which allows us to analyze the vari-
ation induced by different vector space models. In Figure 6, we
compare the individual cluster groupings. The clustering results
are rather stable. Hence, our initial feature selection including
only 238 features (Workflow 1) produces similar results like the
full vector space model including all single term tokens (Work-
flow 3). Moreover, our feature vector consumes less computation
time than the full feature vector (see second bar char on the right).
By clicking on the first two orange and the first blue bands, we
can inspect the documents contained (see Figures 7, 8, and 9, re-
spectively). All of these documents are about “sports”.

In Figure 4, we compare the clustering results to the refer-
ence clustering that we manually created in the previous analysis
step. The orange band represents the documents of the reference
cluster - documents on “sports”. We can see that in our initial
cluster workflow these documents are distributed over two clus-
ters, while the other workflows dispense them into three clusters.
By comparing the F-measures in the workflow statistics panel (see

ID description size
1 noun features with best df scores w/o 1st bucket 238
2 all nouns in vocabulary 841
3 all features in vocabulary 2482
4 intersection of best noun features per metric 243

Table 2. Usage Scenario: Defined workflows.

Figure 7. First cluster intersection band (orange)

Figure 8. Second cluster intersection band (orange)

Figure 9. Third cluster intersection band (blue)

Figure 4 (top right)), we can conclude that Workflow 1 repre-
sents our reference cluster best. Therefore, we conclude that our
selected feature vector represents the reference clustering best,
while consuming less computation effort and memory space. To
finalize our usage scenario, we report the following findings:

1. By combining POS-filtering and multiple feature selection
metrics, we were able to select a relatively small feature vec-
tor that already provides satisfying clustering results.

2. Inspecting a sample of the selected features provided us a
high-level view on the dataset. Deeper insights could only
be gained by exploring the clusters’ content.

3. The document projection panel helped us to get a first
overview on the quality of the clusters. Overlapping clus-
ters and well separated clusters were found immediately.

4. The workflow comparison panel supported us in identi-
fying stable document subsets throughout several cluster-
ings. Moreover, the computed clustering could be effec-
tively compared with the reference clusterings.

Discussion
We identify three main challenges with potential for future

improvements of our work.
Usability. The presented visualization system was designed

for analysts that have some experience in NLP, data mining, and
statistics. The main goal was to open up the design space for
text clustering workflows by providing visual access to crucial
steps in the process. However, it would be desirable to reduce
the system’s complexity to allow a larger user group the explo-
ration of document collections. As a possible solution to address
this challenge, we could incorporate workflow patterns into the
system that users can select and adapt to their specific scenario.
The patterns could be extracted by replicating best practices in
the configuration of workflow steps from related research. Addi-
tional meta-information should explain the specific characteristics
and targets of the underlying configuration to the users.

Scalability. First, so far we tested our system mainly on doc-
ument collections containing around two hundred documents. For
the exploration of larger collections, the scalability of the docu-
ment projection panel needs to be addressed. As an option, the
documents could be represented by their cluster centroids. By
zooming into the view, the documents contained in the cluster
could be shown. Second, if the document collections become
larger, the computation time will also increase. To improve the
efficiency, and realize user interaction more calculations could be
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shifted into the preprocessing phase (if possible). This could also
be achieved by calculating the workflow patterns mentioned in the
previous paragraph in the preprocessing step.

Expandability. Finally, the visualization system could be
expanded by further feature selection metrics, clustering and pro-
jection algorithms, cluster quality metrics, projection error mea-
sures, and visualization techniques. Moreover, an interface for in-
tegrating external algorithms into the system could be envisioned.
This would allow researchers to test and evaluate new algorithms
with the system.

Conclusion
In this work, we presented a visualization system for the vi-

sual interactive creation and validation of text clustering work-
flows with the purpose to explore document collections. First, we
discussed current challenges in the exploration of document col-
lections via document clustering. Second, we presented require-
ments on the design of a visualization system that addresses these
challenges. The requirements were: (1) open up the design space
for text clustering workflows by providing visual and interactive
access to all workflow steps; (2) support the users’ evaluation of
the clustering results based on the clusters’ content (relevant terms
and documents) and cluster quality metrics; (3) also support the
comparison of different clustering results on these levels; (4) pro-
vide a workflow history that allows to switch back and forth be-
tween different clustering workflows. Based on these design con-
siderations, we introduced a visualization system structured into
three views to support each step of the text clustering workflow:
(a) preprocessing and features selection, (b) cluster definition and
analysis, and (c) clustering comparison. We also provided our
design rationale discussing the choice of the visualization tech-
niques integrated in the system. To underline the usefulness of the
system, we showed its applicability in a usage scenario that tar-
geted the exploration of BBC news articles. Finally, we discussed
limitations of our approach and highlighted further challenges to
be addressed as future work.
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