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Abstract
This paper presents a computational framework inspired by

the center-surround antagonistic receptive fields of the human vi-
sual system. It demonstrates that, starting from the actual pixel
value (center) and a low-pass estimation of the pixel’s neighbor-
hood (surround) and using a mapping function inspired by the
shunting inhibition mechanism, some widely used spatial image
processing techniques can be implemented, including adaptive
tone-mapping, local contrast enhancement, text binarization and
local feature detection. As a result, it highlights the relations of
these seemingly different applications with the early stages of the
human visual system and draws insights about their characteris-
tics.

Introduction
Center-surround antagonistic Receptive Fields (RFs) are

abundant in the Human Visual System (HVS). They have been
found in many areas, such as the retina, the Lateral Geniculate
Nucleus, V1 or in higher visual areas. It seems that this is a typ-
ical strategy that the HVS employs for local signal comparisons,
not only in vision but in other sensory areas as well.

The RFs of center-surround cells comprise two separate con-
centric regions sampling the photoreceptor mosaic (namely the
center and the surround) that act antagonistically on the final out-
put of the cell. ON center-surround cells exhibit increased output
with higher photoreceptor activity on their center and decreased
output with increased activity on their surround. Conversely, for
OFF center-surround cells, higher photoreceptor activity on the
center has a negative impact on their output, whereas, increased
photoreceptor activity on the surround increases their output. The
size of the two regions defines the spatial frequency of sampling:
smaller RF sizes sample finer details from the photoreceptor mo-
saic, while larger sizes encode coarser scales of the same signal.

Center-surround cells are essentially a biological implemen-
tation of spatial filtering. Spatial filtering is a very broad term, en-
compassing any kind of filtering operations that depend on the lo-
cal content of the signal and are not globally constant. Almost all
existing image processing and computational photography tech-
niques include some kind of spatial image processing. Modern
denoising, local contrast enhancement, scale decomposition, ex-
posure fusion, HDR tone mapping are some of them. Most of
these methods have some common grounds with the basic com-
putational models of the early stages of the HVS. However these
similarities are not always so evident.

In this paper, we start from the computational model of the
first stages of HVS, developed by Grossberg [24], and we adapt
it for image processing operations. Explicitly modeling HVS is
out of the scope of this paper. We rather draw inspiration from it
in order to address real-world imaging problems. More specifi-
cally, we define a framework, inspired by Grossberg’s theory, that
describes center-surround signal interactions. We show that such

a framework can give rise to existing spatial image processing
techniques, as many of them are special cases of it. This gives a
more unified view between image processing and biological vision
models, highlighting their common ground and showing other po-
tential applications that can be developed.

Modeling Center-Surround RFs
Traditionally, center-surround RFs have been modeled as

Difference of Gaussians (DoG) [13]. This linear operator es-
sentially approximates the Laplacian operator, by subtracting two
Gaussians of different sigmas, centered in the same position. DoG
is at the heart of many computer vision and image processing
algorithms, such as edge detection [12], scale-space construc-
tion [1] and local feature detectors [11].

Contrary to the linear response of the DoG operator though,
the center-surround cells of the HVS exhibit non-linear response
in regards to their inputs. Interestingly, their nonlinear response is
thought to contribute to illumination invariance and contrast en-
hancement [24]. According to the standard retinal model [6, 21],
the output Vi j of an ON-center OFF-surround cell at grid position
(i, j), obeying the membrane equations of physiology is given by

dVi j (t)
dt

= gleak
(
Vrest −Vi j

)
+Ci j

(
Eex−Vi j

)
+Si j

(
Einh−Vi j

)
(1)

with

Ci j = ∑
p,q

IpqGσC (i− p, j−q) , Si j = ∑
p,q

IpqGσS (i− p, j−q)

gleak is a decay constant, I is a luminance distribution (i.e.
the image formed in the photoreceptor mosaic), Vrest (the cells
resting potential), while Eex, the excitatory reversal potential, and
Einh, the inhibitory reversal potential, are constants related to the
neurophysiology of the cell. GσC and GσS are Gaussians repre-
senting the center and the surround of the cells receptive field,
respectively, normalized in order to integrate to unity and with
σC < σS. The steady-state solution of equation (1), assuming
Vrest = 0, is given by:

Vi j,∞ =
Ci jEex +Si jEinh

gleak +Ci j +Si j
=

Ci j−Si j

gleak +Ci j +Si j
(2)

For ON-center OFF-surround cells Eex = 1 and Einh = −1.
Thus, the operator of equation (2) is closer to a DoG divided by a
Sum of Gaussians (SoG), augmented by the decay constant gleak,
rather than a linear DoG response. This mechanism is formally
known as shunting inhibition (or divisive inhibition) and has been
shown to contribute to the illumination invariant and contrast en-
hancement characteristics of center-surround cells [24]. More
specifically, in steady state, center-surround cells compute a ratio,
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Figure 1: Simple 1-dimensional example depicting how an oper-
ator similar to equation (2) can be invariant to illumination gradi-
ents, contrary to the classic DoG (adapted from [24]).

normalizing locally the output of the linear DoG operator (numer-
ator) with a local low-pass version of the input signal (denomina-
tor). In practice, this means that visual center-surround cells can
increase their response under low illumination levels, due to the
low activity of center and surround in the denominator of equation
(2), exhibiting illumination invariant characteristics.

In the rest of the paper we will use the notation of center
C and surround S (devoid of subscripts), to denote the fine and
coarse scale of an input signal, respectively, at a given spatial po-
sition. It should be noted that, although in neurophysiology C
and S are modeled by Gaussians, this should not necessarily be
the case in other practical applications. A more intuitive way of
thinking about this, is that S represents an averaging of the sig-
nal in the neighborhood of C. As it will be shown later, choosing
what constitutes the neighborhood and how this averaging is cal-
culated, can be done in many different ways and can have a great
impact on the final output. Based on this notation, equation (2)
can be transformed in the following way:

V =
C−S

gleak +C+S
=

C−S
gleak +2S+C−S

=
x

gleak +2S+ x
=

x
A+ x

where x = C− S is a quantity describing the local contrast dif-
ferences. It is clear that the cell’s output V exhibits a non-linear
response to x, adjusted by parameter A. This function is a form
of the Naka-Rushton function [18] (also known as Michaelis-
Menten in biochemistry), which has been identified in many
vision-related cell types and has been associated with the en-
hancement of contrast sensitivity in the HVS [2]. The general
form of the Naka-Rushton function is given by:

r (x) =
B · x

A+ x
with x ∈ R+

0 and A,B ∈ R+ (3)

where x is the input signal, B is the maximum possible value of
the output and A is a positive number that controls the non-linear
degree of mapping. As Fig. 2a indicates, the Naka-Rushton func-
tion maps x from [0,∞)→ [0,B) in a non-linear way defined by
parameter A. This type of mapping function is important in biol-
ogy, because it can map an input x of arbitrary magnitude to an
output bounded by B, since limx→∞ r(x) =B. Consequently, it can
prevent the saturation of a cell’s response. For the same reason,
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Figure 2: A. The Naka-Rushton mapping function r(x). Different
modulation factors A result into different non-linear mappings.
Notice that all of them converge towards infinity, while in the
interval [0,B] the maximum output is not constant. B. Function
g(x,A). Notice that it has similar behavior to r(x), but with fixed
maximum output in the interval [0,B]. C. Function g(x,A) (blue)
and its inverse h(x,A) (red). D. The gamma mapping functions.

function (3) is also used in tone-mapping HDR inputs to LDR
outputs (with A = 1) [22]. In digital systems however, signals are
always bounded within a specific range, i.e. [0,B]. As such, one
important drawback of the Naka-Rushton function is that it does
not exhibit a constant maximum output, within the [0,B] interval,
for different values of A. This creates limitations for many real-
life applications, since the range of outputs is not independent of
the non-linearity parameter A.

Center-surround framework
In order to overcome this limitation, we modify the Naka-

Rushton function in order to exhibit a constant maximum output
in the range of [0,D], independent of A.

g(x,A) =
(B+A)x

A+ x
· D

B
(4)

h(x,A) = g−1 (x,A) =
A · x

B+A− x
· D

B
(5)

with x ∈ [0,B] and A,B ∈ (0,∞). As Fig. 2b indicates, g(x,A)
maps x from [0,B]→ [0,D] with a similar behavior to the Naka-
Rushton function. However, it exhibits a constant maximum out-
put for different values of A. The function in equation (4), and
its inverse (5), define a family of mapping curves which can be a
helpful tool for signal manipulation (Fig. 2c). Once B and D are
defined according to the range of input and output data, respec-
tively, varying A accordingly can act as a modulation, resulting
in different non-linear mappings between input and output, rang-
ing from a steep non-linearity (A ≈ 10−2B) to an approximately
linear mapping (A ≥ 5B). This also highlights the reason why A
is selected to be used as an input variable (and not a parameter)
in equations (4) and (5); the non-linearity of the mapping can be
variable and not necessarily constant.

In comparison to other widely used families of curves, like
the gamma curves (Fig. 2d), exhibits two main advantages. First
and most important, curvature is more evenly distributed across
the input and output axis. This is even more evident when D = B,
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Table 1: Possible options for combining C, S, local differences
(C−S or S−C) and a constant α with the signal x and the modu-
lation A of mapping functions (4),(5).

x A Model
1 C α Tone mapping
2 C f (C), f (S) Adaptive tone mapping
3 C f (C−S) Local contrast enhancement
4 S α Surround mapping
5 S f (C), f (S)
6 S f (C−S)
7 C−S α Contrast mapping

8 C−S f (C), f (S)
Text binarization
Illumination invariant scale-space

9 C−S f (C−S)

which is the case for Fig. 2c and 2d. In such cases, the mapping
curves are symmetric over the line y = B− x. On the contrary,
gamma curves are asymmetric and, for steep non-linear mappings,
many input values are mapped to a single output value, resulting
in loss of information. For example, when γ = 25, approximately
80% of the input values are mapped to zero. This behavior is
much less evident for the g and h functions with a similarly steep
non-linearity (A ≈ 10−2B). This difference is highlighted also in
Fig. 3b and 3d. Second, the calculation of the curve consists only
of simple operations, without the need to compute powers.

This family of mapping functions can be employed in order
to create a computational framework that can address a variety
of image processing problems. Following the retinal architecture,
each pixel can be considered to be processed independently by a
processing element, resembling a center-surround cell. As such,
for each pixel 3 pieces of information are available: its actual
value (C - center), a low-pass estimation of the values in its neigh-
borhood (S - surround) and their difference (C−S or S−C), which
corresponds to the local details of the signal. The final value of
the processing element is determined by the mapping functions g
and/or h of equations (4),(5), depending on how the signal x and
the modulation A are selected among C, S and C−S. All the pos-
sible combinations of options are listed in Table 1, along with the
resulting models. Note that this approach is not only limited to
2D signals (e.g. images), but could also be applied to 1D cases
(e.g. sound), such as in Fig. 1, or higher dimensional data.

This relatively simple framework, inspired by the local di-
visive normalization mechanism of equation (2), can be used in
many different scenarios, for a variety of image processing and
computer vision applications, giving rise to some seemingly unre-
lated methods, ranging from image tone manipulation, local con-
trast enhancement, binarization of text or detection of local fea-
ture.

Applications
Here we discuss some existing approaches and applications,

arising as special cases of the aforementioned framework, namely,
tone-mapping, local contrast enhancement, text binarization, and
local feature detection. In all cases, p represents the new pixel
value in position (i, j), C (center) the old pixel value, S (surround)
the surround value in position (i, j), B and D the maximum value
of the input and output signal (e.g. 255 for 8-bit images), respec-
tively, and f (x) a function that associates the modulation A with

a

d

g(c,A=0.1B)

h(c,A=0.1B)

g(c,A=0.5B)

c

b

Figure 3: Tone-mapping using the function (4). a. Original image.
b. Tone-mapping using a gamma of 1/6. c. Tone-mapping using
g(C,α = 0.2B). d. Tone-mapping using g(C,α = 0.1B).

some other quantity (either C, S, C−S or a constant α). Choosing
different types of functions f and different input signals x can give
rise to different spatial and global image processing techniques, as
Table 1 indicates.

Tone-mapping
Tone mapping (Table 1, line 1) is a simple operation that

adjusts the values of the pixel according to a mapping function,
in order to change the appearance of the image for aesthetic pur-
poses or to compensate for overall under/overexposure. The new
pixel value depends solely on its previous value and the value of
the constant α. Consequently, the operation is global across the
whole image. One of the simplest tone-mapping operators is the
gamma function in Fig. 2d. Based on the center-surround frame-
work, tone-mapping can be achieved by using the center C as the
input signal and a constant α for the modulation.

p = g(C,α) or p = h(C,α) (6)

Equation (6) makes sure that all pixels will be processed with
the same transformation, either increasing their values (through
function g(x,A)), or decreasing them (through function h(x,A)).
Fig. 3 depicts the results of a tone-mapping function implement-
ing equation (6). Note the differences between Fig. 3b and 3d.
Although they have similar impact on the sky region, the contrast
on the building region is higher for Fig. 3d. Selecting the values
of D and B adjusts the operation according to different use cases.
When D < B compression to a lower range medium is achieved,
such as in HDR imaging. When D = B range remains constant,
such as when changing the tones of a single image.

Adaptive Tone-mapping
Correcting image tones in a local way is another impor-

tant image processing task, aiming to compensate for the un-
der/overexposed image regions caused by non-uniform illumina-
tion conditions. Based on the proposed framework, adaptive tone-
mapping (Table 1, line 2) (also known as local tone-mapping) can
be achieved by using the center C as the input signal and the sur-
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Figure 4: The impact of different types and sizes of surround S on the same enhancement algorithm [27]. a. Using the original image as
a surround, i.e. S =C. b. A simple averaging filter of 20×20 pixels. c. An averaging filter of 200×200 pixels. d. Edge-aware blurring.

round S as the modulation factor.

p =

g(C, f (S)) S≤ B
2

h(C, f (B−S)) S > B
2

(7)

where f is a polynomial function that associates the modulation A
with the surround S. Equation (7) makes sure that pixels located
in dark image regions will increase their values (through function
g(x,A)), whereas pixels in bright areas will decrease their values
(through function h(x,A)), resulting in a more balanced overall
image exposure. This approach has been used in [27], where f
was selected as a quadratic function, along with other parameters
that controlled the coefficients of the polynomial. A very simi-
lar approach was also reported in [15, 22], but without the lower
part of equation (7). As such, pixels can only increase their val-
ues in the underexposed regions, whereas the overexposed regions
remain untouched. Fig. 4 depicts the results of an algorithm im-
plementing equation (7) for different sizes and types of surround
S. Similarly to global tone-mapping, the relation between D and B
defines the use case; compression from HDR to LDR or enhanc-
ing a single image.

Local contrast enhancement
Local contrast enhancement (also known as detail enhance-

ment) (Table 1, line 3) is another important operation in image
processing. It can add definition in images, or compensate for
low contrast imaging conditions, such as hazy scenes or scenes
affected by strong glare. According to the center-surround frame-
work, the local contrast of images can be enhanced by using the
center C as the input signal and C−S or S−C as the modulation
factor A.

p =

g(C, f (C−S)) C ≥ S

h(C, f (S−C)) C < S
(8)

where f is a function of the form k/(l+x), with k and l constants,
associating the modulation A with the local contrast surround C−
S or S−C. As a result, if the center C has a value greater than its

Original Enhanced details

Figure 5: Implementation of the local contrast enhancement func-
tion described by equation (8), for two different scenes.

surround S, the new pixel value p is increased. Conversely, if the
center C has a lower value compared to its surround S, the new
pixel value p is decreased. This increases local pixel differences
with a variable degree, based on an estimation of the local contrast
[26]. Fig. 5 depicts an implementation of equation (8), for two
different scenes.

Surround mapping
Many existing image enhancement and adaptive tone-

mapping techniques [3], as well as some image appearance mod-
els [10], rely on decomposing the image into 2 layers: a coarse
layer (or base layer), which is a low pass version of the image
and can be seen as an estimation of the illumination, and a layer
of details, which can be seen as an estimation of reflectance. De-
pending on the final objective, the two layers are processed sep-
arately and recombined in order to form the output image. The
coarse layer is usually tone-mapped in order to compensate for
underexposed regions, using a gamma function. This operation
can be implemented by the proposed framework (Table 1, line 4)
by mapping the surround S values in a similar way to the tradi-
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tional tone-mapping.

p = g(S,α) or p = h(S,α) (9)

Depending on the required processing, function g may be used for
compensating for underexposure or function h for overexposure.

Contrast mapping
Extraction of local features is the first stage in many com-

puter vision applications. One of the most popular local feature
detectors is the Scale-Invariant-Feature-Transform (SIFT), which
utilizes a scale space for the detection of the most important key-
points. Although the local minima and maxima of the scale space
are invariant to illumination, in practice, a global threshold is used
on the gradient amplitude in order to filter out keypoints corre-
sponding to noise. However, uneven illumination can dramati-
cally reduce the amplitude of the gradient, resulting in filtering out
many valid keypoints located in dark image regions. One possible
solution is to change the magnitude of the gradient in such a way
that meaningful keypoints are above the global threshold [29].
This approach essentially applies a global mapping to the mag-
nitude of the gradient and can be implemented by the proposed
framework by using S−C as the signal x, and a constant α as the
modulation A, while D = B.

c = g(S−C,α) =
(B+α)(S−C)

α+ |S−C|
(10)

where c is the new value of the gradient S−C. Notice that in the
denominator, the absolute value |S−C| is used rather than S−C.
This departure from the typical form of function g in equation (4)
is necessary in order to retain the polarity of the local contrast.

Illumination invariant scale-space
A more elaborate solution to the problem of low gradient

magnitude caused by non-uniform illumination, is to adjust it in
a local way, rather than global, according to an estimation of the
illumination. In such a case, the magnitude of gradient will be
increased in the underexposed regions, whereas it will remain the
same in the well-exposed ones. The proposed framework can be
adapted in order to implement this approach and form an Illu-
mination Invariant DoG (iiDoG) operator [30] (Table 1, line 8),
by using S−C as the signal x, S +C as the modulation A and
D = B = 2−A in function g of equation (4).

iiDoG =
(B+A)(S−C)

A+ |S−C|
=

2(S−C)

S+C+ |S−C|
(11)

Similarly to the previous section, the absolute value |S−C| is
used in the denominator in order to retain the polarity of the local
contrast. The operator of equation (11) can be used to construct
an illumination invariant scale-space. In this scale-space, a single
global threshold can be used in order to filter out noise-related
local extrema, while still detecting keypoints in the dark image
regions. Fig. 6 depicts a comparison of the typical DoG-based
SIFT detector and one based on the iiDoG operator.

Text binarization
Text binarization (Table 1, line 8) is an important part of au-

tomatic document analysis and of outdoor vision systems (e.g.

DoG-based SIFT iiDoG-based SIFT
10 Matches 74 Matches

23 Matches

54 Matches

318 Matches

250 Matches

317 Matches

349 Matches

th
r=

0
.2

th
r=

0
.1

th
r=

0
.0

5
th

r=
0
.0

1

Figure 6: Matched features for a scene under 2 different types of
illumination. Results are shown both for the classic DoG operator
and the iiDoG operator of equation (11), for different values of
the detector threshold.

license plate recognition). Uneven illumination though, can make
the problem challenging. A black character in a highly illumi-
nated image region can have a higher pixel value compared to
a white region in a shadow. As such, no global threshold can
achieve a reliable separation between characters and background.
On the other hand, humans are excellent in distinguishing black
letters on white background, irrelevant of the ambient illumina-
tion. In HVS, there are two separate neural pathways associated
with encoding luminance increments and decrements, namely, the
ON and OFF center-surround pathways. Text, which comprises
dark characters over a brighter background (i.e. light decrements),
is conveyed by the OFF pathway. Consequently, using the pro-
posed center-surround framework one can implement a text bina-
rization technique by using S−C as the signal x and the surround
S as the modulation factor A.

p =

g(S−C, f (S)) S−C > 0

0 S−C ≤ 0
(12)

where f (x) = x is a simple identity function associating the modu-
lation A with the surround S. Since the main objective is to detect
text (darker signal over a brighter background), we are not in-
terested in the cases where C ≥ S (brighter signal over a darker
background) and thus, the lower branch of equation (12) is set to
0. This approach has been shown to be a good solution for equal-
izing light decrements across different illumination levels [28,31].
The final binary output can be acquired by using a simple global
thresholding technique on the equalized decrement response, such
as Otsu’s thresholding [19]. Fig. 7 depicts the results of such an
approach. Applying a binarization technique directly on the orig-
inal image, results in a loss of information inside the dark image
regions. However, if equation (12) is applied prior to binarization,
information is maximized.

On choosing the surround
Selecting what constitutes the surround S and how it is com-

puted can have a considerable impact on the final output. In gen-
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Figure 7: Implementation of the light decrement equalization de-
scribed by equation (12).

eral, there is a direct relation between radius and degree of inter-
action between different spatial regions of the signal, level of local
details, artifacts and computational complexity. There are many
different approaches in computing S. All of them are character-
ized by the degree and type of low-pass filtering (blurring), the
level of artifacts on the strong intensity transitions (halos and/or
gradient reversal) and their computational burden. As a rule of
thumb, stronger low-pass filtering leads to better estimation of lo-
cal details (positive), but at the same time increases artifacts (Fig.
4) and, in some methods, the computational burden (negative).

For Gaussian blurring, which is considered one of the sim-
plest ways of computing S, a larger radius and standard deviation
leads to stronger blurring, better level of local details, larger halo
artifacts and greater computational burden (Fig. 4c). Decreasing
the size of spatial interaction, and thus the strength of blurring, is
not an acceptable solution for dealing with halos, since it leads to
low level of local details, resulting in a ‘flat’ and unnatural look
on the final output (Fig. 4a, Fig. 4b). One of the first strategies
to deal with the halo artifact problem was to use a collection of
Gaussians with different radii [8,9]. Soon however, it became ev-
ident that local filters that adjust to the local intensity of the signal
are more useful [14].

This eventually led to the concept of Edge Aware Blurring
(EAB) (or edge-preserving filtering), which comprises a big part
of today’s image processing research. EAB includes iterative
methods such as Anisotropic Diffusion [20] and Robust Recursive
Envelops [23], local filters such as Bilateral [25] and Guided filter-
ing [7], scale decomposition, such as Edge Avoiding Wavelets [5]
and Weighted Least Squares decomposition [4] and other global
optimization techniques [17, 32]. All the above techniques, as
well as many others, share many common elements. For an in-
depth unified review please refer to [16]. Fig. 8 depicts the results
of various EAB techniques.

In practice, for applications like adaptive tone-mapping and

local contrast enhancement, a very strong edge-preserving blur-
ring is required for high quality of results. Consequently, as it is
evident from Fig. 8, Bilateral and Guided filters are not adequate
for this task, since they exhibit inferior edge-preserving character-
istics for the required level of blurring. On the other hand, scale
decomposition techniques, as well as global optimization meth-
ods exhibit strong blurring with very high quality edge preserva-
tion. As such, they are better candidates for the calculation of the
surround. Contrary to adaptive tone-mapping and local contrast
enhancement, gradient manipulation applications and text bina-
rization may not necessarily require EAB approaches. In these
cases, simple Gaussian or averaging filters are found to be ade-
quate for good quality of results.

Discussion
Although the transformations described in the previous sec-

tion might initially look very different, they have one common
ground; they all perform the same local signal comparisons in a
neighborhood. What sets them apart is the type of signals used
in these comparisons. As a result, the actual pixel value, a low-
pass version its neighborhood, as well as their difference can be
efficiently used in many different applications.

It should be noted that the transformations presented in the
previous section should not necessarily be considered individu-
ally. They may also form compound transformations when they
are applied as a cascade, using the same original estimations for
center and surround. One example is local contrast enhancement
and adaptive tone-mapping, which can be used together. Fig. 9
depicts this combination of transformations. It is evident that the
final result incorporates the characteristics of both.

Conclusions
This paper introduced a computational framework inspired

by the center-surround receptive fields of the HVS. It demon-
strated that, starting from the actual pixel value (center) and a low-
pass estimation of the pixel’s neighborhood (surround) and using
a mapping function inspired by the shunting inhibition mecha-
nism, one can implement some widely used spatial image process-
ing techniques. These include adaptive tone-mapping, local con-
trast enhancement, equalization of light decrements for text bina-
rization and illumination invariant local feature detection. These
seemingly different applications are all special cases of the same
simple scheme, which can be traced back to the physiological
structure of the early stages of the HVS and its center-surround
RFs.
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