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Abstract
This paper proposes a real-time vehicle tracking and type

recognition system. An object tracker is recruited to detect vehi-
cles within CCTV video footage. Subsequently, the vehicle region-
of-interest within each frame are analysed using a set of features
that consists of Region Features, Histogram of Oriented Gradi-
ent (HOG) and Local Binary Pattern (LBP) histogram features.
Finally, a Support Vector Machine (SVM) is recruited as the clas-
sification tool to categorize vehicles into two classes: cars and
vans. The proposed technique was tested on a dataset of 60 ve-
hicles comprising of a mix of frontal/rear and angular views. Ex-
perimental results prove that the proposed technique offers a very
high level of accuracy thereby promising applicability in real-life
situations.

Keywords: Vehicle Type Recognition; HOG; LBP histogram;
region descriptors; SVM.

Introduction
In recent years, vehicle recognition systems have become

extremely beneficial in application domains such as traffic man-
agement, access control, toll collection and environmental air
pollution estimation. In many cases, Automatic Number Plate
Recognition (ANPR) has been employed to accommodate this
task. Cameras are normally installed at the entry gates to cap-
ture the Number Plates (NPs) of go-through vehicles. For each
of them, the corresponding license information may be extracted
and mapped to the vehicle registration information database. Af-
ter locating the vehicle’s registration details, a parking ticket or a
toll ticket could be issued. Although ANPR can provide a level
of security, they can be easily compromised using a number of
techniques such as number plate cloning. The inclusion of further
vehicle descriptions such as its type can be expected to lead to a
more secure system. For example, the addition of such a descrip-
tion can be used to prevent a lorry driver with a cloned number
plate from using the small vehicle passage through toll gates in an
attempt to pay lower charges. Vehicle Type Recognition systems
can also be effectively used in environmental air pollution moni-
toring where the volume of emission is directly linked to the size
of the vehicle, which in turn is related to vehicle type.

Vehicle detection and type recognition is an interesting re-
search idea that has been attracting significant attention from re-
searchers, both in the field of computer vision and artificial intel-
ligence. Consequently, a substantial body of literature exists that
propose a number of computer vision and machine learning-based
methodologies that claim to detect and identify vehicles and their
type. A few notable ones are discussed in the following para-
graph.

Wang and Lien [1] utilized local features including roof, tail-
lights and head lights to detect vehicles from frontal and rear
view vehicle images. The classifier selected in this research is

the maximum likelihood Bayesian decision rule. In [2], Ozkurt
and Camci proposed a technique for vehicle classification using
a Neural Network (NN) classifier. The classification process was
performed based on region features. Daigavane et al. [3] used
a frame difference technique with morphological operators such
as dilation and erosion for detecting and counting vehicles. In
a mid-field video surveillance framework, Ma and Grimson [4]
presented an edge-based technique using modified Scale-Invariant
Feature Transform (SIFT) for vehicle detection and classification.
The training set consists of 50 images in each of the four classes:
cars, vans, sedans and taxis. Those numbers in test set were 200
images of cars, vans and sedans plus 130 images for taxis. In a
different approach [5], Kafai and Bhanu recruited a Hybrid Dy-
namic Bayesian Network (HDBN) to classify vehicles using rear
view images. A set of eleven features are extracted including the
angle between tail light and the number plate and other vehicle di-
mensions. HDBN was compared with three other classifiers and
it was claimed by the authors as being most effective for rear view
vehicle classification. Li et al. [6], on the other hand, adopted an
AND-OR graph (AOG) to represent and detect vehicles based on
both of frontal and rear views. Their experiments showed that the
system is reliable even in congested road traffic conditions. Re-
cently, Ambardekar et al. [5] introduced a remarkable study on
vehicle classification. In this work, the authors utilised the dataset
that used in [4] to examine several different approaches, includ-
ing Linear Discriminant Analysis (LDA), Principle Component
Analysis (PCA), Distance From Vehicle Space (DFVS), Distance
In Vehicle Space (DIVS) and Constellation based methods.

It is worth noticing that although some noticeable and en-
couraging results have been published, there still remain two con-
strains that demand further attention: view dependence and frame
selection.

Firstly, it is noticed that the aforementioned techniques are
heavily dependent on camera angle and view-point (frontal/rear).
A change of camera angle requires a change of the feature set
and possibly the classification technique. In practice, a CCTV
camera’s orientation and angle may require a change (in order to
provide a better field of view) or may change inadvertently due
to routine maintenance or wind, especially when the camera is
installed outdoors. Re-designing the system to work with a differ-
ent set of features, classifiers and algorithms or re-applying cam-
era calibration is typically a non-trivial and time-consuming task.
The need, thus, is for a technique that performs vehicle detection
and type recognition independent of the camera view angle. To
address this issue, we propose to utilise a set of multiple scale and
rotation invariant features.

Secondly, it can be observed from the literature summarized
above, that most of the proposed systems only work with manu-
ally selected images thereby severely hampering practical imple-
mentation. As CCTV cameras are intended to record footage on
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a continuous basis, the system will have to process every single
frame of the recorded video. To overcome this issue, a vehicular
object detector or tracker could be employed in order to select the
relevant frames in the video footage. Basically, a vehicle detector
can determine when a vehicle appears in a frame before activating
the recognition system. A vehicle tracker can also provide extra
information to locate the vehicle in the frame. Consequently, in
our approach, we embed a simple vehicle tracker that significantly
improves the frame selection scheme.

The rest of the paper is divided as follows. Section II
presents the proposed vehicle classification system. Section III
describes the experimental setup and analyses the results ob-
tained. Section IV provides a comparison between the proposed
system and the other approaches that are found in the state-of-
the-art for vehicle detection and type recognition. Conclusion and
further work are discussed in Section V.

Proposed System
The proposed system recruits several well-studied tech-

niques in Computer Vision area. They are: Gaussian Mixture
Model (GMM) [8], Histogram of Oriented Gradients (HOG) [9],
Local Binary Patterns [10] and Support Vector Machine (SVM)
classification [11].

The system has four well-defined stages: (A) A tracker (B)
A training/test image generator (C) A feature extractor and clas-
sificator (D) A result accummulator. As proposed in the previous
section, an object tracker is recruited to support the frame selec-
tion process. The input video is passed to a tracker which iden-
tifies frames that contain vehicular objects along with other rele-
vant information. After that, an image pre-processing stage is per-
formed to convert the tracked frames into appropriate training/test
images. Those images are subsequently sent to the principle mod-
ule Vehicle Type Recognition which will extract the feature vec-
tors and classify them. Finally, all single frame recognition results
for each vehicle are accumulated and categorized according to ve-
hicle type.

In our experiments, based on the number of vehicular sam-
ples captured from the video footage, we only focus on two key
types: cars and vans.

A. A tracker
The tracker’s key functions are detecting and segmenting

foreground objects. To this end, a GMM based background mod-
elling algorithm as presented in [12] has been employed. A simple
connected components tracking algorithm is applied to detect the
foreground objects which are subsequently passed on to the type
recognition module as test images.

The object tracker returns a list of objects detected from the
input video, along with the frames that contains those objects.
In such frames, the background is subtracted i.e. all background
pixels are replaced by black pixels (value 0). In addition, each
vehicular object information is presented as a single line of the
form: [Object index, frame index, bounding box information].
The bounding box which is the smallest rectangle containing the
tracked object is represented by the top-left corner coordinates
and the size of the rectangle.

This information can be used to crop the bounding box of
the object from the corresponding background subtracted frame.
In this particular case, the bounding box of the third vehicle de-

Figure 1: The proposed system

tected could be extracted from frame 90th by starting from the
point (530, 149) and shifting 231 pixels and 211 pixels each co-
ordination respectively. Table 1 demonstrates part of a vehicle
tracked list.

Object
index

Frame
index

Top-left point Bounding box size

3 90 530 149 231 211
3 91 531 153 236 213
3 92 532 157 241 215
3 93 534 161 245 217
3 94 536 164 250 219
3 95 538 169 255 221
3 96 539 173 262 223
3 97 542 178 267 224
3 98 544 185 274 224
3 99 547 191 280 224

Table 1: A part of a vehicle tracked list

B. A training/test image generator
This stage converts the bounding box of each vehicle in each

frame to appropriate training and test images. First, the Region
of Interest (ROI), which is the bounding box is cropped and nor-
malised from the three-channel colour image to a single-channel
grey-scale image. Secondly, morphological operations are per-
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Figure 2: Vehicle Type Recognition module

formed on the normalised ROI to improve the segmented vehi-
cle shape. This is necessary operation since from visual observa-
tion, it was noticed that the segmented frames normally contain a
number of unwanted artifacts within the cropped bounding box.
Therefore, different morphological operations including dilation
and erosion need to be applied to remove them. Finally, the ROIs
are resized into fixed size images before passing them on to the
Feature Extraction and Classification stage. That step ensures that
all the training and test images are of the same dimensions, thus
providing the same feature vector length.

An attempt was made to find the optimum size of the train-
ing and test images in order to balance the amount of features
extracted and the computational cost. It was found that in the pro-
posed experimental set up, a dimension of 100×100 pixels offers
a good tradeoff between feature set dimensionality and computa-
tional complexity.

C. A feature extractor and classificator
The system utilises a combined feature vector consisting of

Region features, HOG and LBP histogram features as shown in
Fig. 2. HOG, first introduced by Dalal and Triggs [9] has been
widely used in both human detection [13], [14] and vehicle detec-
tion [15], [16]. On the other hand, LBP [10], is an effective way
to encode the local structure around each pixel. LBP is mainly
applied in human detection [17].

Literature survey reveals that a combination of HOG-LBP
features has been successful in a number of human detection sys-
tems. In an outstanding research [18], Wang et al. introduced
a novel HOG-LBP human detector with partial occlusion han-
dling capability. In testing the system on the well-known IN-
RIA dataset, the detection accuracy was nearly 98%. Many suc-
cessive papers such as [19] and [20] reiterated the advantages of
HOG-LBP, also affirmed SVM as the best performing classifica-
tion method when considering a combined feature set. Neverthe-
less, HOG-LBP has not been rigorously evaluated in any vehicle
detection strategy so far.

In our system, we present a novel algorithm that exploits the
advantages of these two features. While HOG is exceptional in
capturing the edge or local shape information, LBP is a power-
ful local feature for texture classification. Therefore these two
features complement each other. Additionally, we enhance the
features set with 13 Region descriptors to increase the accuracy.
The Region descriptors considered are:

• Area [21]: The total number of pixels that are included in
the ROI.

• Centroid [21]: Horizontal and vertical coordinates of the
center of mass that represent the centroid.

• Bounding Box [22]: The smallest rectangle containing the
ROI. Bounding box features are the top-left corner co-
ordinates and the size of the rectangle.

• Eccentricity [22]: The ratio of the length of the maximum
chord A to the maximum chord B, which is perpendicular to
the ROI enclosed within the rectangle.

• Major Axis Length [22]: The length in pixels of the major
axis of the ellipse that has the same second moments as the
ROI.

• Minor Axis Length [22]: The length in pixels of the minor
axis of the ellipse that has the same second moments as the
ROI.

• Orientation [22]: The angle in degrees between the x-axis
and the major axis of the ellipse that has the same second-
moments as the ROI.

• Filled Area [22]: The number of pixels in the filled image
- a binary image (logical) of the same size as the bounding
box.

• Convex Area [22]: The number of pixels within the filled
convex hull of the ROI.

• EquivDiameter [22]: The diameter of a circle having the
same area as the ROI.

• Solidity [22]: The proportion of pixels in the convex hull
that are also within the ROI.

• Extent [22]: The proportion of pixels in the bounding box
that are also in the ROI.

• Perimeter [22]: The length in pixels of the boundary of the
ROI.

Whilst horizontal and vertical coordinates of the centroid are
computed as two separate centroid features, the bounding box
provides the x and y co-ordinates of the start point (top left cor-
ner), the width and the height of the rectangle. In total, 17 Region
features are constructed.

From each 100× 100 pixel training and test image, a 256-
bin LBP histogram is computed. In this particular experiment, we
select the HOG cell size as [32, 32] pixels which provides 144
features. Those features are combined altogether, accumulating a
feature vector of length 417.

This feature vector was fed to the SVM classifier. SVM was
chosen due to its proven accuracy rate and speed of processing.
After recognition, vehicle type of each test image is recorded.

D. A result accumulator
After all the test images of each vehicle are classified, a list of

vehicle type for every tracked vehicular object is disclosed. This
list is an extension of the tracked vehicle list that was mentioned
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Object
index

Frame
index

Top-left
point

Bounding
box size

Type

3 90 530 149 231 211 1
3 91 531 153 236 213 1
3 92 532 157 241 215 1
3 93 534 161 245 217 1
3 94 536 164 250 219 1
3 95 538 169 255 221 2
3 96 539 173 262 223 1
3 97 542 178 267 224 1
3 98 544 185 274 224 2
3 99 547 191 280 224 1

Table 2: A part of a vehicle type list

in Section II with the addition of an extra column that reveals the
vehicle type of every vehicle in each frame. Therefore, each line
of the list is represented as: [Object index, frame index, bounding
box information, vehicle type].

As can be seen in Table 2, the first six columns are similar to
Table 1 whilst the seventh column indicating the vehicle type (1
for car and 2 for van). From the list, all individual results are com-
bined to calculate the cumulative result. Clearly, if more than 50%
the total frames are correctly classified, the vehicle is recorded as
a successful recognition, or a correct classification, else flagged as
false recognition. The correctly classified group is subsequently
divided into three subgroups based on the percentage rate of cor-
rect frames:

• Low rate: 51% to 64%.
• Medium rate: 65% to 79%.
• High rate: greater than 80%.

Experiments and Simulation Analysis
Three hours of CCTV video footage were recorded in out-

door lighting conditions. The recordings were at 720p (frame size
1280× 720 pixels) with a frame rate of 24fps. For training pur-
pose, 60 images of 12 vehicles were selected and were classified
as cars and vans.

Camera settings were chosen in such a way that (i) It mimics
the camera settings as those employed on the motorways in the
UK and (ii) Each vehicle will be captured with both frontal/rear
and side view. This ensures that the vehicles most discriminant
features could be exploited. In this experimental scenario, the
camera was installed at height of 40 feet (approximately 12 me-
ters) whilst the road is a straight stretch in the upper part of the
frame and curved in the lower. Fig. 3 presents a sample video
footage frame whilst Fig. 4 demonstrates the camera settings in a
UK motorway.

The test dataset contains 60 vehicles including 35 cars and
25 vans with a combination of frontal/rear and angular view. The
approximate duration of each vehicle in the video frame is 7 sec-
onds, thus providing about 170 frames per vehicle for testing pur-
poses. Fig. 5 demonstrates samples of segmented vehicles that
are selected as training or test images. Within the dataset of 60
vehicles, 56 vehicles are successfully recognised (true), yielding
a 93% accuracy rate. Only 4 vehicles (about 7%) were incorrectly
identified. The overall result is demonstrated in Table 3 while Fig.

Figure 3: Sample of a video frame

Figure 4: UK motorway camera settings (dailymail.co.uk)

6 indicates a sample image in which the vehicle was incorrectly
identified.

Upon further examination of such cases, it was noticed that
the reason was erroneous segmentation in one of the test image
while the remaining three were simply misclassified. In the case
of erroneous segmentation, the vehicle was incorrectly segmented
as two separate objects. The reason for that could be explained by
the fact that the vehicle under consideration is silver in colour
and in specific illumination, its colour appears very close to the
colour of the road surface. Some parts of the car was therefore,
identified as the background. Those parts were subsequently re-

Figure 5: Sample of training/test image - before normalisation
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Result Cars Vans TotalFrontal Rear Frontal Rear

True
L 7 3 3 2 15

56M 5 5 6 10 26
H 1 10 1 3 15

False 3 1 0 0 4

Total 17 18 10 15 6035 25
Table 3: Overall result

moved, thus leading to incorrect vehicle detection. However, the
features extracted in each object are still sufficient to perform cor-
rect recognition; hence each part was correctly recognised as a car.
In the misclassification cases, two of them are due to a shadow (a
commonly occurring problem during segmentation), which sig-
nificantly changes the vehicle shape. The other case is due to
a SUV, which cannot be clearly discriminated as a car or a van.
Further investigation into the lowest rate in successful recognition
cases also reveals that a majority of misclassification errors were
caused due to similar reasons i.e. indistinct shapes and shadow
interference.

In observing successful classification results when consider-
ing frontal and rear view, it was observed that a majority of vehi-
cles have fallen into medium classification rate, with nearly 50%
each in both front and rear views. However, the rear view of ve-
hicles provide a significant higher accuracy rate as compared to
frontal views. Under the High Rate column, 13 rear view vehi-
cles were recorded compared to only 2 frontal view vehicles. In
contrast, under the Low Rate column, successful detection figures
for the front and rear views were 5 and 10 respectively. Different
successful rates for the front and rear view are depicted in detail
in Fig. 7.

The deterioration in frontal view accuracy rate is predictable.
When only a lower part of a vehicle is visible in the camera view,
it is onerous to decide whether it is a car or a van. Therefore, the
classification failed in such frames and is usually the case with
most vehicle detection and recognition systems presented in liter-
ature.

Comparison with the state of the art
In this section we present the comparison between the pro-

posed system and the other approaches that are found in the state

Figure 6: False in classification

Figure 7: Successful classification in frontal and rear view

of the art.
Initially, our system achieved 93% of accuracy rate in classi-

fication, which could be considered as a satisfactory outcome. It is
worth to noticing that since this is an early stage of development,
our focus was on the two most common vehicle classes: cars and
vans. Comparing our results in these vehicle categories with those
reported in [2] and [3], our approach returned better type classifi-
cation since the mentioned systems can only categorized vehicles
by size (small, medium and large vehicles).

The most notable contribution of the proposed technique is
the classification process, which is not restricted to fixed view
angle cameras. Powered by a combination of local features that
are scale and rotation invariant, our system can theoretically de-
tect vehicles and their types in video footage captured from a wide
range of angles. This makes the proposed technique quite suitable
to be applied in real-world scenarios where the viewing angles of
traffic surveillance cameras usually change. Regarding the cam-
era angle and view-point, a closer look at the other techniques
reveals a number of restrictions. For example, the algorithm in
[5] is based on features extracted from rear view images of vehi-
cles. Moreover, specific details such as NP and tail-lights must
be visible in the image. Similar drawbacks could also be found
within the data collected in in [4] and in the successive exper-
iments of Ambardekar et al. [7]. Despite reporting an almost
perfect result in one experiment (with the PCA-DIVS based al-
gorithm), Ambardekar et al. [7] admitted that their experiments
were performed under a number of constraints such as, the input
video must be captured from an overlooking camera; orientation,
angles and road-camera distance must be pre-measured. These
points clearly indicate that the technique proposed within this pa-
per is most suitable to be directly implemented in a real-life sce-
nario.

Finally, in this paper we present the idea of embedding a
tracker within the classification system. This significantly im-
proves the frame selection scheme, thus conserving memory.

The comparison between different approaches and the pro-
posed approach is presented in Table 4.

Conclusion
In this paper, a real time vehicle tracking and type recog-

nition that is independent of camera views has been proposed.
The system works on a frame selection basis utilising an object
tracker. Objects detected in video frames are categorised to pro-
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Approach Key tech-
niques

Input Output Limitations

[1] Local shape
features; PCA;
Bayesian rules

Image N/A Only detection, no classification; Fixed
angle view (frontal/rear view only); Spe-
cific details must be visible (roof, head-
lights, tail-lights).

[2] Region fea-
tures; NN

Video Small, medium, large
size vehicles

Fixed angle view (Top view only); Man-
ually cropped video frames.

[3] Edge, corner
features; NN

Image Small, medium, large
size vehicles

Manually processed images.

[4] Edge points;
modified SIFT

Video Cars – vans; Sedans –
vans – taxis

Fixed angle view (overlooking camera
only); Angle and distant must be mea-
sured; Specific details must be visible.

[5] HDBN Image Sedan – Pickup –
SUV/minivan

Fixed angle view (Rear view only); Spe-
cific details must be visible (LP, tail-
lights).

[6] AOG Video N/A Only detection, no classification. Fixed
angle view (frontal/rear view only);
Many assumptions and time consuming
[6].

[7] PCA–DIVS;
PCA–DIFS;
PCA–SVM;
LDA; Constella-
tion model

Video Cars – vans; Sedans –
vans – taxis

Fixed angle view (overlooking camera
only); Angle and distant must be mea-
sured; Specific details must be visible.

Our ap-
proach

Region fea-
tures – LBP –
HOG; SVM

Video Cars – vans Only 2 vehicle classes; Only in daytime
lighting conditions.

Table 4: Comparison with the state of the art

duce the vehicle test images. A combination of features including
Region descriptor, HOG and LBP histogram are extracted whilst
SVM is employed as the classifier. An accuracy rate of 93% was
achieved on a video of 60 vehicles both from frontal/rear and an-
gular views. The video contains two most commonly occurring
vehicle classes: cars and vans - that were captured in common
outdoor lighting conditions.

Currently, we are working on several different tasks in order
to improve the system. First, the dataset needs to be enlarged, not
only in the training and test data size but also to include other ve-
hicles classes such as buses and trucks. Secondly, a more intelli-
gent tracker which can distinguish between vehicles and pedestri-
ans will need to be employed. Third, since all the current tracked
frames are treated equally, the image-weighting algorithm will
also be upgraded so that only the most informative frames will
need be processed thereby lowering computational complexity.
Finally, video footages captured in different settings and lighting
conditions will also need to be explored.
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