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Figure 1: Using captured partial scans of (a) front and (b) back
to generate a (c) closed template generated by Poisson surface
reconstruction. The bones and joints are numbered and indicated
in orange.

Abstract
We present a multi-view structured light system for mark-

erless motion capture of human subjects. In contrast to exist-
ing approaches that use multiple camera streams or single depth
sensors, we reconstruct the scene by combining six partial 3D
scans generated from three structured light stations surrounding
the subject. We avoid interference between multiple projectors
through time multiplexing and synchronization across all cameras
and projectors. We generate point clouds from each station, con-
vert them to partial surfaces, and merge them into a single coordi-
nate frame. We develop algorithms to reconstruct dynamic geom-
etry using a template generated by the system itself. Specifically,
we deform the template to each frame of the captured geometry by
iteratively aligning each bone of the rigged template. We show the
effectiveness of our system for a 50-second sequence of a moving
human subject.

Introduction
Human motion capture has been under investigation for

many years in different applications [16, 17]. While marker based
motion capture has been popular for a while, it is desirable to do
away with markers, simplify the capture process, and improve re-
alism by capturing actual subject color and shape.

In many systems, the geometry of the dynamic human sub-
ject is captured using multi-camera setups [22, 19, 4, 23, 6]. These

systems recover a representation of the human subject by using
visual hulls generated from each camera view. Many approaches
use a template of the human model to assist in the reconstruction
of the dynamic geometry [4, 23, 6, 3, 5]. The methods using tem-
plates can either use a skeleton [23, 6, 3] or not [4, 5]. In [23],
Vlasic et al. generate a detailed template using a high quality
laser scanner. The template is then deformed according to con-
straints gathered from the observing cameras. De Aguiar et al.
similarly present a template based method that starts with a high
quality laser scan, but do not use a skeleton to deform the mesh
[4]. Rather, mesh based deformation techniques such as those in
[20] are used to deform the mesh according to the visual hulls
of the observing cameras. The method in [23] fits a template via
a combination of coarse movements from skeleton deformation,
followed by local mesh deformation to capture the details of the
scan. Gall et al. use a similar approach, but do not require man-
ual user intervention [6]. Methods using highly detailed templates
are sometimes criticized for “baking in” details that should not be
present throughout the reconstructed sequence.

Besides multi-camera methods emphasizing the use of vi-
sual hulls, other capture methods have been proposed. In [24],
dynamic scans from a photometric stereo system are used for
surface reconstruction. While the geometry captured from this
system is quite accurate and detailed, the system is complex and
expensive. Unlike methods involving visual hulls from multiple-
cameras, in [24], the 3D shape of the human subject’s surface
is directly captured. Such systems directly reconstruct the sub-
ject’s surface without any prior information rather than using a
template to estimate the pose and shape of a human subject. For
instance, the approach in [24, 13] does not use templates to recon-
struct water tight meshes. The results from these direct capture
approaches often yield errors in the topology of the reconstructed
geometry since there is no prior information on the shape of the
model. Similar works have focused on the problem of registering
and generating consistent geometry from sets of dynamic point
clouds [15, 21, 18]. These methods only work with high temporal
sampling and limited occluding geometry.

Other methods approach the problem of motion capture by
fitting data-driven models to the captured subject [1, 2]. In [1], the
motion of a human subject is captured using motion capture mark-
ers coupled with data-driven models representing human shape
and pose. Using a combination of rigid and non-rigid deforma-
tion, their method is able to capture the geometry and motion
of human subjects. Key to this approach is the acquisition of
high quality body scans of many body types in many poses. In
[14, 26], the dynamic reconstruction of a human subject is ac-
complished using a single depth sensor. In [26], a pre-processing
step of scanning the performer in multiple poses is used, and a
custom template is generated and rigged for later motion capture.

In this paper, we present a custom markerless motion cap-
ture system consisting of multiple structured-light subsystems to
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capture geometry of a human subject from surrounding views. By
precisely controlling the synchronization of all cameras and pro-
jectors in our system, we enable interference-free capture from
multiple structured-light scanners in a single system. As with
any multi-view system, since the entire shape of the human sub-
ject is not always visible from any one capture device, we opt
to use a template to represent the shape and pose of the human
subject. However, unlike existing approaches which require addi-
tional scanning hardware or complex template initialization pro-
cesses, our system is able to directly generate a custom template
for each scanned human subject. Specifically, from an initial scan
of the human subject in an occlusion free pose, we create a cus-
tomized template for that subject as shown in Fig. 1b. Finally, we
propose a template deformation method that directly tries to fit a
rigged skeleton to partial geometry scans while obeying specified
joint constraints. The problem of fitting a template to the human
subject is greatly simplified if constrained by 360-degree geome-
try from three stations.

There are existing methods for reconstructing dynamic ge-
ometry from multiple 3D geometry scans. Dou et al.[5] use eight
Kinects surrounding a human subject to build a model of a dy-
namic figure. Due to sensor noise, they cannot directly create a
template in a single frame; rather, they learn it over time. Our
system is most similar to [9] which captures two opposing views
of the human subject and stitches the views together, leaving sig-
nificant artifacts around the seams.

The outline of this paper is as follows. First, we present the
specifics of the system architecture and hardware used to capture
3D partial reconstructions of the human subject. The next section
describes how we generate and deform the template to fit partially
captured geometry scans. The final two sections present an exam-
ple of processing real captured human motion and conclusions,
respectively.

System Setup and Data Capture
Our proposed system consists of three distinct structured-

light stations, shown in Fig. 2, surrounding a central capture vol-
ume with the devices located on each station pointing towards the
center of the capture volume. Each station is equipped with one
DLP R© projector, two grayscale cameras, and one color camera in
a configuration similar to [25]. To prevent interference between
the three projectors at each structured-light station, each station
takes turns illuminating the human subject in a time-multiplexed
sequence. The system is controlled by two separate desktop PCs,
one for driving structured-light patterns to the three projectors,
and a second one for streaming in images from all nine cameras.
A microcontroller is used to extract timing signals from the pro-
jectors to generate trigger signals for all of the cameras. An exter-
nal PCIe expansion chassis is added to the camera PC to provide
enough Firewire cards to connect all nine cameras to the single
PC. The resolution of the projectors is 1024×768, and the resolu-
tion of the cameras is 640×480. At each station, the two grayscale
cameras are used with the local projector to capture geometry,
and the color camera is used to capture texture. As described in
[27], the projectors are modified to only project in grayscale by
removing the color wheels. DLP R© projectors generate color im-
ages by sequentially projecting the individual red, green, and blue
color channels of a video source. The removal of the color wheel
effectively modifies the projector from a 60 Hz color projector

Figure 2: Top-down view of the three structured-light stations in
the system. Geometry cameras are labeled C1−C6. Color cameras
are C7−C9. Projectors are P1−P3.

to a 180 Hz grayscale projector. Similar to [27], we use three
phase-shifted sinusoidal patterns to reconstruct depth. The three
sinusoidal patterns are individually captured as they illuminate the
human subject and the phase of each pixel in the camera is com-
puted [27]. While the phase of a camera pixel determines which
points in the projector potentially illuminate it, due to the peri-
odic nature of the sinusoidal patterns, correspondences between
the cameras and projectors are not uniquely known by the phase
alone. By using the temporal phase unwrapping method from [7],
the phase images can be unwrapped over time and space to ensure
spatiotemporally consistent point clouds at each station.

If multiple projectors simultaneously illuminate the same
point on the human subject, neither the phases of projectors can be
accurately estimated, nor can the correspondence between cam-
era and projector pixels. Since the projectors natively operate at a
60 Hz rate, the time-multiplexing between the three stations low-
ers the capture rate from each station to 20 frames per second. To
implement this interleaving process, the video signals sent to each
projector are all synchronized to each other. Specifically, we use
two NVIDIA R© Quadro R© 5000 graphics cards with an additional
G-Sync R© daughter card to synchronize all video source signals.
Triggering signals sent to the capture cameras are derived from the
synchronized projectors. Similar to [27], the grayscale cameras
capture the individual structured-light patterns at approximately
180 Hz, and the color cameras capture at 60 Hz. The exposure
of the color cameras is chosen to last for the entire duration of
projection of the three sinusoidal patterns; thus the integration of
the three phase-shifted sinusoidal patterns appears as a constant
illumination to the color cameras. All camera and projectors are
calibrated using the approach in [8].

Even though the evolving pose of the human subject can be
observed frame by frame after point cloud alignment, the limited
number of capture devices and stations surrounding the human
subject causes holes during reconstruction. As shown in Fig. 2,
there are several holes in each of the views which need to be filled
out in the fused 3D model. This motivates the use of templates in
our system.

Template
Even though visual hulls can be used to estimate geometry

for many poses of the human subject, for scenes with significant
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self-occlusions, it is not always possible to generate a watertight
representation of the entire subject’s surface. As such, a priori in-
formation on the structure of the human subject can help to prop-
erly fill in these regions. We use a template to create a complete
representation of each frame. However, unlike existing methods
[4], we use the same system configuration that captures the dy-
namic geometry to also capture the template, removing the need
for a separate system such as a high-quality laser scanner.

To create a template, the human subject is captured in a pose
where the majority of the his or her surface can be observed by
the cameras and projectors so as to limit self-occlusions. Figs. 1a
and 1b show the captured geometry with the human subject in the
template pose. The majority of the geometry is captured, except
for regions on the tops and bottoms of the arms, the top of the
head, and the bottom of the torso, which are not observable by any
of the capture devices. We use Poisson surface reconstruction [11]
to fit a smooth meshed point cloud over the existing geometry. As
seen in Fig. 1c, this generates a hole-free representative template
of the human subject.

Even though the template provides an a priori reference of
the true shape of the human subject, as a mesh alone, it lacks the
structure to effectively fit the fused captured geometry from the
three stations. In poses with significant occlusions, a reference to
the overall structure of the template is useful to prevent unnatural
mesh deformations. As is done in traditional motion capture, we
fit a skeleton rig to the template to control the way its geometry is
deformed over time [16].

The skeleton rigging, or skeleton, emulates natural pose de-
formations of the template mesh. The position and movement of
the bones control the movement of the vertices in the template
mesh. For our system, which only captures a waist-up view of the
human subject, we use 12 bones within our skeleton, as shown in
Fig. 1c. 1 Each bone in the skeleton has a single lead joint that
controls its movement and position. The joint-bone pairs are la-
beled in Fig. 1c. The position of each vertex in the template mesh
is determined by the positions and orientations of nearby bones.
The influence of each bone on each vertex’s position is specified
by the bone weight map matrix W with dimensions of [N × J],
where N is the number of vertices in the template mesh and J is
the number of bones in the template. Each entry in the matrix
W(i, j) takes on a real value from zero to one, specifying the in-
fluence of each bone j on the position of each vertex i by taking
into account a vertex’s relative distance to each bone.

We deform the template by using dual quaternion skinning
[10] to modify the skeleton pose so as to fit the fused geometry
from three stations. We solve for the bone positions that deform
our mesh to best align the template to the fused surfaces captured
in each frame.

As is standard with skeleton-rigged deformation, rotating a
branch around a joint not only rotates the connected bone, but
also all subsequently connected bones. Specifically, the skeleton
of our template is connected in a tree structure with joints serving
as the nodes of the tree and the bones as the paths between nodes.
We can think of the set of bones that follow from a joint in the
skeleton to a terminal bone in the tree as a branch. The largest
branch starts from the joint for bone 0 in Fig. 1c and includes all

1The limited field of view of each of the cameras and projectors pre-
vents us from capturing the entire height of the human subject.

Figure 3: An example of the decomposition of Rlocal into Rjoint
and Rbone. The original pose of a bone in P0 always lies along
the y-axis with unit vector ~v. The axis of rotation used to rotate
between~v and final bone position~r is~k.

bones in the skeleton. Anytime a bone is transformed around its
joint, the subsequent bones along the branch need to be updated
as well. We refer to the branch that starts at a bone j as branch j.
A branch weight map W̄ can be calculated from the bone weight
map:

W̄(i,b) = ∑
j∈B(b)

W(i, j), (1)

where b is the current branch and B(b) is the set of bones in a
branch.

For each bone, we specify a range of motion under which
it can be rotated relative to its parent bone. A parent bone p j is
defined as the bone connected to bone j that is higher in the skele-
ton tree and connected to the lead joint of bone j. For example,
in Fig. 1c, bone 5 is the parent of bone 6. We define a local right-
handed coordinate system for each bone in the original pose P0 of
the template, shown in Fig. 1c, that places each joint at the origin
and the bone out of that joint on the y-axis as shown in Fig. 3. The
constraint set for each joint is generated by inspecting each joint
in the template under varying amounts of rotation and selecting
a rotation range for the joint relative to its parent that falls within
the physical range of motion for a human subject. Specifically, the
constraints set for each joint are defined as minimum and maxi-
mum limits of rotation on each of the x, y, and z-axes relative to
its parent joint. The rotation constraints can be applied directly
only when a joint rotates about a single coordinate axis. Since in
practice, this is not often the case, we need to compute a different
constraint representation based on the values from the individual
axis rotation constraints. To do this, we represent the constraint
for each joint in two parts. The first component Rjoint is a rotation
matrix that represents the portion of the joint rotation that occurs
around an axis lying in the x-z plane of the joint’s local coordinate
system as shown in Fig. 3. This rotation moves the bone from
the y-axis to its new position shown in red in Fig. 3. The second
component of the joint rotation, represented by the rotation ma-
trix Rbone, rotates around the new axis of the bone shown in red
in Fig. 3. Thus, the total transformation Rlocal is given by:

Rlocal = RboneRjoint. (2)

We refer to this total transformation as Rlocal since it denotes the
transformation of the joint with respect to its own local coordinate
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Figure 4: The basic input and output of the iterative mesh defor-
mation method.

frame. Since the rotation Rjoint rotates around an axis that lies in
the x-z plane, no component of Rjoint rotates around the y-axis.
Therefore, the rotation matrix Rjoint is constrained by the individ-
ual minimum and maximum constraints for the x-axis and z-axis.
The valid range in which Rjoint can be defined is constrained by
the regions that fall within the minimum and maximum angles of
rotation for the x-axis, namely θminX and θmaxX , and the z-axis,
namely θminZ and θmaxZ . Once the bone has been put in position
by Rjoint, we constrain the amount of rotation around the bone by
using the angle limits for the y-axis, since rotating around the y-
axis in the original pose is the same as rotating around the bone
axis in the pose after Rjoint is applied. We refer to the minimum
and maximum limits of rotation around the bone axis as θminBone
and θmaxBone, respectively.

Even with correct alignment of the skeleton to existing ge-
ometry, joint constraints are important. For regions with signif-
icant missing geometry due to occlusion, for example, the con-
straints keep the skeleton in a reasonable pose until the true ge-
ometry can be observed again.

Processing a Sequence of Frames
The human subject is captured from only one station at a

time at a rate of 60 Hz. At each station, two cameras generate
point clouds representing their views of the scene. Each of these
two points clouds are meshed into surfaces, which in turn allows
for normals to be estimated for each vertex. We merge the six 3D
surfaces generated in three consecutive time steps, two from each
station, into a partial surface reconstruction of the scene. We refer
to the merged partial surfaces captured at time t as a frame Ft .

To capture the overall movement of the human subject over
time, the template is sequentially fit to each frame as shown in
Fig. 4. The captured data at time t, denoted by Ft , is processed to
compute the pose of the human subject at time t, denoted by Pt .
We refer to the template in its original pose, as shown in Fig. 1c,
as S0 and the corresponding original skeleton pose itself as P0.
The final skeleton pose that aligns S0 with frame Ft is referred to
as Pt . As seen in Fig. 4, given the template S0, the captured frame
Ft , the weight maps W and W̄, and the pose Pt−1 at time t−1, we
deform the template S0 to fit the target frame Ft and generate pose
Pt and deformed template St as output. The steps for template
deformation are shown in the flow diagram of Fig. 5. The tem-
plate deformation takes place in three main steps: initialization,
processing, and finalizing. During initialization, all data needed
for processing is loaded and the template is deformed to the pose
from the previous frame. Within the processing step, the template

Figure 5: Processing steps for the template deformation block
shown in Fig. 4.

is evaluated to determine whether it closely fits the target frame.
If it does not, the branch fitting loop is executed. During branch
fitting, the poses of branches within the skeleton are iteratively
updated to align to the target geometry. After each pass through
branch fitting, the fit between the source template and the target
frame is reevaluated. Once a good fit is found, the processing
step is concluded and the finalizing step saves the pose and final
template for processing the next frame.

During initialization, the template S0, vertex weight map W,
branch weight map W̄, skeleton pose from the previous time step
Pt−1, and frame Ft are all loaded. The pose of each bone is rep-
resented as a rotation matrix plus translation vector. The pose of
a skeleton Pt specifies the transformation of each bone from the
original template pose P0 to its position and orientation at time t,
and it is represented by the set of rotation and translation vectors
for each bone. While initializing for time instance t, the tem-
plate S0 is deformed according to the skeleton pose Pt−1 that was
aligned to frame Ft−1. Since the frames are processed sequen-
tially, pose Pt−1 is the best initial estimate for target frame Ft . The
bone weight map W assigning the influence of each bone on each
template vertex is needed to properly deform the template. The
vertices of the template are updated to match the skeleton pose
using dual quaternion skinning. We refer to this updated template
as Scurr

t since it is the current best estimate for aligning with Ft .
This deformed template is used as input to the “processing”

portion of our algorithm shown in Fig. 5. Correspondences from
template Scurr

t to the frame Ft are generated, and the average dis-
tance between all correspondence points is found. Specifically, a
correspondence for each vertex in frame Ft is found by locating
the closest vertex in template Scurr

t that lies in the direction of the
frame vertex’s normal. To prevent erroneous correspondences, the
maximum distance is kept below a preset threshold. The average
misalignment distance over all correspondence pairs is calculated
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Figure 6: Processing steps for the branch fitting block showed in
5.

and represented as Eavg. If this average error is small, then tem-
plate Scurr

t is well aligned with the frame Ft and the finalizing step
can start. If Scurr

t it not yet well aligned with Ft , then the branch
fitting process must be executed until a reasonable fit is found.

In the finalizing step, the pose of the skeleton Pcurr
t that trans-

forms the source template S0 into alignment with the frame Ft is
stored along with the deformed template Scurr

t . The deformed tem-
plate itself is not used during subsequent processing, but its pose
is used during the initialization step of the following frame. The
deformed template is the main output of our system correspond-
ing to the dynamic geometry of the human subject.

Branch Fitting
The branch fitting process is illustrated in Fig. 6. At a high

level, the pose of each branch in the template skeleton is updated
to bring the source template into alignment with the target frame.
This process is run until each branch in the skeleton has been
updated. The order in which the branches are processed is deter-
mined by the misalignment error for each branch, starting with
the worst fit branch and continuing in order of decreasing error.

The branch fitting process begins by checking whether all
the branches have been processed. If they have not, the error for
each branch is calculated. To do this, correspondences between
the template Scurr

t and captured frame Ft are found as described
earlier. We denote the correspondence i as a vertex si

t in the tem-
plate Scurr

t and a vertex f i
t in frame Ft . The Euclidean distances

between each corresponding vertex pair in the source and target
d(si

t , f i
t ) are computed. Using these values, the average misalign-

ment of correspondences of each branch b is

E(b) =
∑

i∈N
d(si

t , f i
t )W̄(i,b)

∑
i∈N

W̄(i,b)
. (3)

Figure 7: An example of branch fitting. The forearm branch of a
template is rotated by R(b̂) to align with points in the target ge-
ometry shown as red dots. The new template pose after applying
R(b̂) is shown in blue.

Each distance term is weighted by the branch weight map
W̄(i,b), which represents the total influence of branch b on the
vertex position si

t . We select the most misaligned branch b̂ and
correct it before any other branch.

The transformation to align the correspondences between the
template Scurr

t and frame Fcurr
t in the branch is estimated by solv-

ing for a rotation and translation. Specifically, we use a standard
3D rigid transform to align the correspondences for vertices in
branch b̂. The correspondence weights are proportional to the
distance between sl

t and f l
t in a correspondence pair. Correspon-

dences with a large distance between the source and target vertices
occur in regions where the source template is most misaligned
with respect to the target frame, i.e. the regions that are most
important to fit. To ensure correct correspondences, we penal-
ize those without similar normals. Specifically, if the normals are
more than 90 degrees apart, then they are likely matching the in-
correct side of a surface and are thus ignored.

Before computing the rotation to align the correspondences,
the vertices of the source and target are translated such that the ori-
gin of the world coordinate frame is centered at the lead joint of
branch b̂. The resulting rotation matrix R(b̂) and translation vec-
tor ~T (b̂) computed from the 3D transformation represent the up-
date transformation of the branch in the world coordinate system
centered at the lead joint of branch b̂. Fig. 7 illustrates the forearm
of a human template, shown in gray, being fit to target geometry,
shown as red dots in the figure. By applying the rotation R(b̂), the
forearm of the template is aligned with the target geometry. The
rotation R(b̂) is applied in the world coordinate frame centered at
the lead joint of branch b̂. When fitting all branches other than
the root branch, we discard the translation vector ~T (b̂) since the
position of a branch’s lead joint is determined by the parent bone
connected to it. For example, in Fig. 1c, the position of the lead
joint of bone 7 is determined by the position and orientation of
bone 6.

Once the update rotation R(b̂) is estimated, the next step is
to ensure that the rotation is within the constrained limit for the
branch. Constraining the update rotation of a branch results in
a new rotation matrix Ŕ(b̂). With the new rotation, the position
of branch b̂ is updated in Pcurr

t and the template Scurr
t is updated

according to this new pose. The template Scurr
t is deformed using
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Figure 8: Processing steps for the constraining a branch rotation
block shown in 6.

dual quaternion skinning.
Given the new pose for the template Scurr

t , we recompute the
correspondences for the updated branch b̂, the one just rotated,
and compute the average misalignment error for the branch using
Equation 3. The process is repeated until the average misalign-
ment error for b̂ drops below a certain threshold for a preset num-
ber of iterations. Once this happens, we return to the beginning of
the branch fitting process and check to see whether all branches
have been fit. After all branches are processed, we exit the branch
fitting process.

Results
We test our deformation method on a 50-second animation

sequence consisting of 992 frames. Starting from the grayscale
images that capture the human subject under structured light, a
sequence of phase images are calculated for each camera. These
phase images are unwrapped as in [7] and a sequence of point
clouds are generated from each camera. The point clouds from
each of the six geometry capturing cameras are filtered, meshed,
and transformed into a single world coordinate frame. The re-
sult is a sequence of partial scans that we use to deform our tem-
plate. During processing, we set parameters to iterate through
all branches four times per frame. Additionally, the rigid trans-
formation of each branch is estimated at most four times before
proceeding to the other branches. Fig. 9 shows the transforma-
tion of each branch over time in the local coordinate frame. The
branches are labeled as in Fig. 1c and the rotation angles θX , θZ ,
and θbone of each branch are relative to the branch’s orientation in
pose P0. Specifically, the angles for a bone b are derived from the
rotation matrices Ŕjoint(b) and Ŕbone(b) computed from the final
pose Pt of each frame shown in Fig. 4. The sequence of captured
geometry starts with the human subject in pose P0, which is re-
flected in Fig. 9 as the θX , θZ , and θbone angles for each branch
set to zero. Over time, the angles drift from this pose. The angles
for the wrists, i.e. branches 7 and 11, are not illustrated because
we did not allow for rotation around these joints in the final re-
construction. Limited geometry captured for the hands in most
frames makes it difficult to constrain their movement consistently.
As seen, there is a significant variation in the amount of rotation
for each branch. The branches in the arms, specifically branches

Figure 9: Rotation angles for branches in Fig. 1c. For each
branch, the sequence of values for θX , θZ , and θbone are plotted
over the frame indices.

Figure 10: The template is deformed to fit the partial scans in a
variety of poses.

5, 6, 9, and 10, exhibit the greatest variation in orientation.
As shown in Fig. 10, our deformation method is able to suc-

cessfully capture the human subject in a variety of poses. The
human subject is able to rotate and change the direction her body
faces while still having the template successfully deform to match
the geometry. The deformation processing of each frame takes
less than two minutes with non-optimized prototype code. We
expect this to be significantly improved by using the GPU.

The rendered view of the reconstructed sequence is shown
in supplemental videos A and B. Specifically, video A shows a
side-by-side comparison of a video of the human subject and the
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same sequence reconstructed using our proposed approach. Also,
video B shows a 360-degree virtual view of the subject. As seen,
our method is able to both accurately capture the geometry of the
human subject. In video A, we can clearly observe our recon-
structed geometry matching the motion of the human subject. In
video B, the video shows that the motion is accurately captured
on all sides of the human subject.

Conclusion
We have presented a multi-view structured-light system ca-

pable of performing markerless motion capture for human sub-
jects. With rich captured 3D data rather than 2D video streams,
we are able to easily deform a template to match partial scans of
the human subject. Unlike existing methods, we can easily create
templates directly from our system without having to rely on a
special scanning process or needing high quality laser scans.

In future work, we plan to improve the quality and level
of details of geometry resulting from the system. This could be
done by testing other configurations of structured-light patterns or
changing projector and camera hardware for models with higher
speed and improved resolutions. This would allow us to also in-
tegrate local deformation methods to capture the subtle details of
the human subject’s geometry [12]. Additionally, we would like
to decrease processing time by offloading some computing onto
the GPU and by streamlining the 3D geometry generation and de-
formation steps.
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