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Abstract 
A new spatial gamut mapping algorithm is presented in this 

paper. The guided filter is used to decompose the original image 
into a low-frequency band（base layer）  which contains only 
large-scale image-edges and a high-frequency band （ detail 
layer） which contains image-details . The base layer image is 
processed through a pointwise gamut-mapping algorithm. The 
gamut mapped based layer image is combined with the enhanced 
detail layer image. The combination operation can cause some 
pixel colors that lie near the gamut boundary to be moved outside 
of the gamut, hence a second gamut mapping step is required to 
move these pixel colors back into the gamut. The algorithm is 
designed to reduce the halo-artifacts arising from spatial gamut 
mapping process. The evaluation experiments indicated that the 
proposed algorithm is better at image reproduction and detail 
preservation than pointwise techniques, and has a similar 
performance to other classical spatial gamut mapping techniques. 
In addition, the proposed algorithm with the proper guidedfilter 
parameters can not only have a good gamut mapping result but 
also reduce the halo-artifacts effectively. 

Introduction 
Gamut mapping is an important problem in color management, 

and has been one of the most active areas of color research. The 
gamut-mapping algorithms can be classified into two basic 
categories. The first category comprises device dependent 
algorithms. These algorithms are independent of input image 
content. And the second category consists of image dependent 
algorithms. These algorithms are generally expected to perform 
better than image independent algorithms because they can adapt 
to image content[1,2,3]. The image dependent algorithm can be 
classified into pointwise algorithm and spatial algorithm more 
specifically. Unlike the pointwise algorithms, the spatial gamut 
mapping algorithms which is the focus of this paper, consists of 
algorithms that take into account the spatial characteristics in 
addition to color characteristics of the image. So the spatial 
algorithm is more consistent with human visual characteristics than 
pointwise algorithm. 

We distinguish two families of spatial algorithms which 
follow different approaches: the first uses iterative optimization 
method, the second reinserts high-frequency content in clipped 
images to compensate for the loss of details caused by clipping. 
The optimization family includes algorithms proposed by 
Nakauchi et al. [4], McCann [5], and Kimmel et al. [6]. The second 
family of spatial algorithms proposes solutions that can be divided 
in two groups. In the first group of spatial algorithms[7], the 
original image is gamut mapped in a direction of projection that 
emphasizes preservation of chroma over luminance. The parts of 
the original image that were clipped are high-pass filtered and 
added to the gamut mapped image. The resulting sum is again 
gamut mapped in a direction of projection that emphasizes 
preservation of luminance over chroma. Previously conducted 

psycho-physical evaluations showed that algorithm obtains good 
scores but suffers from the presence of halos [8]. Recently, 
Zolliker and Simon proposed to improve the algorithm by using 
bilateral filtering [9]. In the second group, Meyer and Barth in 
1989 [10], Kasson in 1995 [11] and recently Morovic and Wang 
[12] proposed to first decompose the original image into different 
frequency bands. The low-pass band is gamut mapped then 
successive clippings are performed during the reconstruction. 

In gamut mapping process, in order to preserve the image 
detail that maybe lost by image gamut clipping while not reduce 
the computation efficiency, a new framework for image gamut 
mapping is proposed based on several classical detail-
compensation algorithms. Edge-preservation smooth and halo-
artifact elimination are big advantages for guided filter technology. 
So the guided filter is used to decompose image into different 
frequency bands by the proposed algorithms. The low-pass 
band(corresponds to base layer image) is gamut mapped then 
successive clippings are performed during the combination with 
the detail layer image . 

Description for the algorithm 
The principle of guided filter 

The guided filtering output at a pixel i of an image is 
expressed as a weighted average as shown in Eq.(1), where I is 
guidance image, p and q are input image and output image 
respectively, i and j are pixel indexes[13]. The filter kernel Wij is a 
function of the guidance image I and independent of p. Both I and 
p are given beforehand according to the application, and they can 
be identical. This filter is linear with respect to p. 
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The key assumption of the guided filter is a local linear model 
between the guidance I and the filter output q. We assume that q is 
a linear transform of I in a square window ωK centered at the pixel 
k as shown in Eq.(2), where (ak, bk) are some linear coefficients 
assumed to be constant in ωK. The radius of square window is r. 
This local linear model ensures that q has an edge only if I has an 
edge, because ∇q = a∇I. 
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It can be proven that the kernel weights can be explicitly 
expressed as shown in Eq.(3), where |ω| is the number of pixels in 
window ωK, μK and σ2

K are the mean and variance of I in ωK. The 
criterion of a “flat patch”area or a “high variance” area in an image 
is given by the parameter ε. The “high variance” corresponds to the 
edges of image. The patches with variance much than ε smaller are 
smoothed, whereas those with variance much larger than ε are 
preserved. The effect of paramet ε in the guided filter is similar as 
the range variance σ2

r in the bilateral filter. It determines “what is 
an edge/a high variance patch that should be preserved.” This is the 
edge-preserving filtering property of the guided filter. 
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He K, Sun J and Tang X[13] empirically set up a 
“correspondence” between the guided filter and the bilateral filter: 
r-σS and ε-σ2

r. In this example, the guidance I is identical to the 
input p. 

Framework for the gamut mapping algorithm 
The general flowchart of the spatial gamut mapping algorithm 

is shown in Fig.1. Firstly, the luminance channel(L channel) of the 
original image in CIELab color space is used as input signal p. Its 
edge-preserving smoothed output is used as a base layer q 
(corresponds to image-edges) . And the difference between the 
input signal and the base layer is the detail layer d = p - q. So the L 
channel image for the original image can be decomposed into 
based layer gray image and detail layer gray image by the guided 
filter. Through a large number of gamut mapping test, the 
parameters for guided filter are set as shown in Eq.(4), the 
proposed algorithm do not only have a good image gamut mapping 
performance, but also can reduce the halo artifact. 

21.0,2 ^ r                      (4)             After image layering, the detail layer image is enhanced in 
order to improve the mapped image quality, as shown in Eq.(5). 
L_detail and L_detail_enchanced are relatively luminance alue 
before and after enhancement.According to a large number of 
gamut mapping tests, when the coefficient “n=1.5”, the proposed 
algorithm can have a good performance. Then the based layer 
image is obtained by combining the based layer image(L channel) 
with a,b channels. And it is gamut mapped by HpMinDE(Hue-
Preserving Minimum ΔE clipping) pointwise algorithm for the first 
time. After the first mapping process, the L channel values of the 
enhanced detail layer image are added to the L channel of based 
layer image to complete details compensation. Finally, the details 
compensated image is gamut mapped by the CUSP(a gamut 
clipping toward the point on lightness axis with the luminance of 
the cusp) algorithm for the second time. 

;5.1,det__det_  nnailLenhancedailL     (5) 

 
Figure .2. The general flowchart of the algorithm 

Assessment for the new algorithm 
The proposed spatial gamut mapping algorithm was compared 

with two standard pointwise gamut clipping algorithms, a 
pointwise gamut compression algorithm and a classic spatial 

algorithm, which were: HPMinDE, CUSP_CULP, CUSP_MAP(a 
gamut compression toward the point on lightness axis with the 
luminance of the cusp) and Bala’s algorithm[7]. 10 images with 
different characteristics of color and tone from TID2008 image 
database(I02, I03, I04, I18, I19, I23) and CSIQ (cactus, 
sunset_sparrow, trolley, sunsetcolor) database are chosen as test 
images(Fig.2). The ICC Profile of NEC monitor is used to convert 
these test images to CIELab color space from RGB color space. 
All the images were then gamut mapped using 5 different 
algorithms mentioned above. The destination gamut was the gamut 
of an HP z3200 printer using HP Standard paper. Segment Maxima 
Gamut Boundary Descriptor with the parameter “segment 
number=10” is applied to these gamut mapping algorithms[14]. 

 
Fig. 2. Thumbnails of experimental images 

Psychophysical experiment 
The gamut-mapped versions were displayed on the same 

monitor. 16 observers participated in the paired-comparison 
experiments. Among these, 10 were experts on color imaging and 
6 were nonexperts. All observers reported normal color vision. 
Two psychophysical experiments were conducted. One used visual 
preference and the other one used accuracy of reproduction, as the 
quality criterion. The method of paired-comparison was used in 
both experiments. In the preference task, the observers were 
presented with a pair of images corresponding to two gamut-
mapping algorithms, and asked to select the most preferred image 
based on the overall impression on image quality, such as local 
contrast, colorfulness, image sharpness, and overall natural 
appearance, etc. In the reproduction task, the original image was 
presented as a reference, and the observers were asked to select the 
more accurate reproduction of the reference from a given pair of 
images.  

Fig.3 shows that average preference scores and their 95% 
confidence intervals of the overall paired comparison evaluations 
made for the 10 test images. It can be seen that the new algorithm 
performed significantly better than the three pointwise algorithms 
and slightly better than Bala’s algorithm. More specifically, the 
new algorithm and Bala’s algorithm are better at image detail 
preservation than standard pointwise techniques. It can be seen 
from the gamut mapping results of local region (marked by red box) 
of test images “I19” by the four test algorithms and the proposed 
one, as the Fig.4 shown. Among these three pointwise algorithms, 
the CUSP_MAP is the best. So it shows that the gamut-
compression algorithm is better at image-details preservation than 
the gamut-clipping algorithm. 
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Figure .3. The general flowchart of the algorithm 

 
Figure .4. The gamut mapping results of local region of test images “I19” 

Fig. 5 shows the average overall accuracy scores for the five 
algorithms. These results indicate how well the algorithms 
reproduce the overall appearance of the original image. The overall 
results show that the proposed algorithm is ranked first, but not 
better than Bala’s algorithm. These two spatial algorithms has 
significant better performance than the three pointwise algorithms. 

 
Figure .5. Average overall accuracy scores 

Halo-artifact reduction 
On the other hand, Bala’s algorithm may produce a little bit 
intensive halo-artifact at sharp edge of two different color patches. 

In guided filter, the effect of parameter r is similar as the parameter 
σS in the bilateral filter. It is set based on the desired amount of 
low-pass filtering. So the parameter r controls the width of the 
halo-artifact. The effect of paramet ε is similar as the range 
variance σS

2 in the bilateral filter. It is set to achieve the desired 
amount of combination of pixel values. So the parameter ε controls 
the intensity of the halo-artifact. Fig.6 shows the halo-artifact at 
sharp edge of two different color patches produced by the proposed 
algorithm with different guided filter parameters. The lower right 
corner of the figure is the original test image. The region marked 
by black cycle is a local area where the halo-artifact is produced. 
According to Fig.6, we can find that a large r produces a wider 
halo-artifact, and a large ε produces a much more intensive halo-
artifact. So the halo-artifact is the weakest when the r=1 and ε=0.1. 
But too small r and ε can result in a weak detail layer image. It will 
affect the final spatial gamut mapping result. So consider the trade-
off between the gamut mapping effect and the introduction of halo-
artifact, we set r=2 and ε=0.1 in the proposed algorithm. Fig.7 
shows the halo-artifacts produced by the two spatial gamut 
mapping algorithms: Bala’s algorithm and the proposed algorithm. 

 
Figure .6. The halo-artifacts at sharp edge of two different color patches 

 Figure. 7. The halo-artifacts produced by the two spatial algorithms 

Computational complexity 
We test the running time of three algorithms(HPMinDE, Bala’s 
algorithm, the proposed algorithm) by MATLAB in the same PC. 
The running time of the three algorithms are shown in Tab.1. 
Because the pointwise mapping algorithm only do gamut mapping 
once, so it spends the least running time. Bala’s algorithm and the 
proposed algorithm need to do gamut mapping twice. So the 
spatial gamut mapping spends more running time than pointwise 
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algorithm. Compared with Bala’s algorithm, the proposed 
algorithm spends only 8-10s more than Bala’s algorithm on 
processing one image on average. So both of them have similar 
computational complexity.  

Tab.1 the running time of three different algorithms (second) 

 I02 I03 I04 I18 I19 
HPMinDE 39 37 38 36 38 

Bala al 72 72 65 68 64 
Proposed al 82 81 72 75 72 
 I23 sunset_

sparrow 
Sunset 
color trolley cactus

HPMinDE 33 46 44 40 37 
Bala al 67 104 97 88 88 

Proposed al 77 108 102 96 94 

Conclusion 
In this paper, a framework for image spatial gamut mapping based 
on guided filter has been introduced. Within this framework, the 
guided filter is firstly applied to image layering and detail 
preservation. This is the innovation of this article. Psychophysical 
experiments indicated that the proposed algorithm is better at 
image reproduction and detail preservation than standard pointwise 
techniques, and has a similar performance as other classical spatial 
gamut mapping techniques. In addition, the proposed algorithm 
with the proper guidedfilter parameters(r=2 and ε=0.1) can not 
only have a good gamut mapping result but also effectively reduce 
the halo-artifacts produced usually by spatial gamut mapping. 
Compared with pointwise algorithms, the proposed algorithm and 
Bala’s algorithm both have low computational complexity.  
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